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PREFACE

This book Computer Modelling of Seas and Coastal Regions is the first
volume of the two volume proceedings of the International Conference on
Computer Modelling of Seas and Coastal Regions and Boundary Elements
and Fluid Dynamics, held in Southampton, U.K., in April 1992.

The importance of accurate modelling of seas and coastal regions is empha­
sized by the need for predicting their behaviour under extreme conditions.
Problems, such as pollution of these areas, have become a major interna­
tional concern and the related environmental problems need further study
using techniques which can be used to determine the ways in which the
water systems respond to different effects and try to minimize the damage.
They can also lead to the development of early warning systems in combina­
tion with remote sensing equipment and experimental sampling techniques.
Furthermore, once a disaster occurs, the model can be used to optimize the
use of the available resources.

The conference addresses coastal region modelling both under normal and
extreme conditions, with special reference to practical problems, currently
being experienced around the world. Many of the delegates are actively
involved in the modelling of seas and coastal regions.

This volume includes sections on waves, tides, shallow water circulation and
channel flow, siltation and sedimentation, pollution problems, and computu­
tational techniques.

The organizer would like to thank the International Scientific Advisory
Committee, the conference delegates and all those who have actively sup­
ported the meeting.

P.W. Partridge
April 1992



SECTION 1: WAVES



Modelling Wave Propagation in Large
Areas
P. Milbradt, K.P. Holz
Institute of Fluid Mechanics and Computer
Application in Civil Engineering, University of
Hannover, D-3000 Hannover 1, Germany

1 Introduction

The aim of coastal engineering is to estimate the effects of coastal protection
structures. The erosion of coastal sections requires measures to regulate
the sedimentbudget. Beach protection works and coastal structures are
designed according to the local wave conditions.

During the planning phase it is necessary to have the appropriate in­
struments to estimate the effects of building measurements. There exist
theoretical procedures as well as hydrological and numerical models. In the
past the trend goes uniquely to the increase of the use of computers.

The commercial models - corresponding to their desired task - are ba­
sed on different calculation assumptions and solution algorithms and there­
fore they are not of universal use.

For their analysis large areas have to be modelled in order to deter­
mine the wave characteristics of deep water waves from different origin and
direction propagating into shallow water near shore regions. Numerical
treatment of nonlinear waves for such areas of some ten kilometers in ex­
tension is beyond the capabilities of workstations. A compromise between
numerical practicability and physical quality of the results may be based
on linear wave theory. This was shown by field measurments and statistical
analysis even for a near-shore groinfield [5].
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The following presented numerical wave model is a part of the program
system TICAD (Tidal Interactive Computation And Design) [12]. It was
developed for large-scale areas. The range of application encloses deep and
shallow water regions up to breaking zones.

2 Wave model: Theoretical background

The wave model is based on the numerical solution of analytical and empi­
rical approximation functions as they are given for instance in Shore Pro­
tectional Manual [1].

On the basis of the linear wave theory of AIRY propagation and chan­
ges of a monochromatic wave are calculated by the wave front method. In
the case of neglecting external forces (for example wind forces) and of brea­
king zones the method is based on the conservation of mean energy flux
between two wave normals. The mean flux of energy is proportional to the
product of the group velocity cg and the square of the wave height H:

p * 9 * H
2

F = Cg * :.---=----
8

(1)

Under deep water conditions (d ~ 0.5 * L) the wave propagates with
constant velocity Co (index 0 indicates deep water conditions). In this case
the wave length Lo, periode To and height Ho keep their values.

The wave parameters, except the period T, will change if the orbital
motion of the wave touches the bottom (d :s: 0.5 *L) or if the wave will meet
an obstacle like a mole or an end of an island or if it enters into a region
with currents. These influences are called shoaling, refraction, diffraction
and current-refraction. They are taken into account by the wave model as
well as breaking of the waves due to very low water depth and steepness
of the wave. In addition the consideration of a windfield is possible. The
influences of perculation and reflection are neglected.

The necessary information about the bathymetry of a coastal region are
taken from the digital terrain model (DTM). The DTM allows the fitting at
every arbitrary terrain bathymetry due to triangular latticenet with variable
width of the meshs. On the basis of that latticenet the tidal induced current
are calculated by a 2-dimensional hydrodynamic model based on FEM. The
result of this tidal calculation (current, water level) serves as input for the
wave model.
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3 Calculation of the wave parameter

Wave length

The wave length is calculated by the implicitly equation:

(2)

Shoaling

Entering more shallow water the wave begins to 'feel bottom', when the
water depth is about one half of the wave length. The waves are hereafter
slowed, shortened and steepened, as they travel into more shallow water.
This process is called shoaling. The group velocity is calculated by

with

L
c= T'

(3)

(4)

by
The shoaling coefficient k. is calculated for an arbitrary terrain point

ks
H2 cgl (5)=
HI cg2

]
L I *T2 (6)= * ]L2 * T I
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Depth-Refraction

If the wave front in shallow water meets a bottom contour at an angle, the
direction of travel is changed. This process of refraction is due to the fact,
that water waves propagate more slowly in shallow than deeper water, and
therefore the front tends to get aligned with the contours. This phenomenon
is comparable with the refraction of the light described by the SHNELL's
refraction law. The change of the wave height due to refraction is calculated
using a formula from WIEGEL [11]:

(7)

with b =distance between the orthogonals.
Refraction appears always in superposition with shoaling.

Current-Refraction

Changes of phase velocity can also be caused by currents, resulting in
current-refraction. In case of coincidence between current and wave pro­
pagation direction the wave length will be decreased and the wave height
will be increased. Opposite directions cause reverse effects. The influence
of the current is calculated using an approach of JORN SON [6]. In Fig.l
the geometrical relations are described for the general case. A wave pro­
pagates under the angle 0' from still to flow water region. The change of
the wave parameters are calculable using the geometrical conditions at the
discontinuation surface, assuming that the change of the velocity is a jump.

current t u

Figure 1: Current-refraction

no current

'--------::;::::- Wave crests
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Hence, the following relations are valid:
wave length

L 1 L 2

sin(a) = sin(f3)

propagation velocity

(8)

Cl C2

sin(a) = U + sin(f3) (9)

With the conservation of enery flux and the above equations the change
of the wave height is calculated:

Diffraction

(Cn + U * sin(f3)) * b2
(10)

Diffraction is the propagation of a wave behind an obstacle as a mole or an
end of an island. In analogy to the geometrical optic the change of wave
height is calculated using the equation of SOM M ERFELD.

Fig.2 shows the relations between the angles and equation (11) is the
solution of the SOM M ERFELD-equation.

F(r,O) = f(o-) * e-ikr*cos(O-Oo) + f(o-') * e-ikr*cos(O-Oo) (11)

with

~ (0-00
) (12)0- 2 * --;- * sin -2-

, ~ (0-00
) (13)0- = -2 * -1f- * sin -2-

f(o-) 1 + i 1<7 _;",2 d (14)= --* e 2 t
2 -00

1 . 1<7/
f( 0-')

+ t _;",2 d
(15 )= --* e 2 t

2 -00

k
2*1f

(16)= L
-- yCT (17)
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P?\
Area of \.

Diffraction ~~61\ . y

o c-~es\'s

00 --t------x=T-7'0~/~~"e
6.~

/ ~ 0\
Area of . ..;,,0'" .,,(J:o
RelJextion / <is,~ec- ~~~o

,/ ".«'
Figure 2: Diffraction

The diffraction coefficient k' is the ratio of local to incoming wave:

k' = H(r,O) =/ F(r, 0) I
Ha

(18)

In the wave model the effect of diffraction with effect of shoaling, re­
faction and current-refaction are interacting, therefore is valid:

(19)

Breaking of the waves

The breaking of the waves due to very large steepness can be checked using
the generalised M IeHE-criteria in consideration of shallow water conditi­
ons [1]:

(20)

The index B is considering the breaking conditions.

The assumption from W EGGEL [10], which is derived from the ana­
lysis of a lot of labor experiments corresponds to the breaking due to very
low water depth independence on the underwater beach slope:
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b =

with

a = 43.75 * (1 - e- t9•
m

)

1.56

(21 )

(22)

(23)

m = is the underwater beach slope

Both breaking criteria are checked by the wave model. The
change of the wave height due to energy lost during breaking will
be calculated using an approach from HORIJ(AWAIJ(UO [7] and
ANDERSONI F REDSOE [4] . In the distance x behind the breaking
line one gets the following wave height formula:

Bottom friction

H -O.12.z

H
B

= 0.35 + 0.65 * e----rTiJ (24)

For waves advancing in still water it is usual to assume that the variation
in height with distance may be represented, locally, by

(25)

where ao is a wave attenuation coefficient. The coefficient ao is approxima­
ted by

(26)

where v is the kinematic viscosity and at is the component of ao attri­
butable to energy dissipation in the boundary layer at the bed [8]. The
bottom friction has the status of lower importance for problems of coastal
engineering.

Wind field effects

In most coastal locations in the world no wave records deriving from field
measurements are available and both the time scale for the design and
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financial resources are available make the installation and operation of such
devices unfeasible for at least one climatological year.

The dominant wave parameters are generally computed a priori and if
possible supported by several measurements. Using the a priori calculation
you have the possibility of deterministic and statistic methods. Using the
deterministic method the parameters of a "decisive" wave, in generally from
engineers point of view the important H1/ 3 value and the accessory period
are defined. The statistic methods are describing the totality of waves in a
field of waves. The North Sea is a typical case of the"Jonswap-Spectral"
based on measures. Both methods have not implemented any informa­
tion about the effects of bathymetry and the shore for the wind direction.
By the numerical modelling there are possibilities given, to calculate the
development of wave height also in shallow water areas with complicated
depth partitionation, by implementation of refraction, shoaling, diffraction
and breaking. Also it is possible to get information about the influence
of realistic wind events with differences in surface and time. The program
calculates the change of the significant waveheight 1-11/ 3 and wave priod in
an wind field caused by wind appropiated by [1]:

{ I}3 5 65 10-3 flE. 2gH gh .. . * * u2

[j2 = 0.283 * tanh [0.53 * (U 2 ) ] * tanh [ (J1] (27)
A A tanh 0.53 * (VI)

{ I}gT gh ~ 3.79 * 10-2 * Tfr 3"

U = 7.54 * tanh [0.833 * (U 2 ) ] danh [ ( J'] (28)
A A tanh 0.833 * (VI) 8

with UA

F
= wind velocity
= wind fetchlength.

The Jonswap-equations can be calculated alternatively.

In the program, the above equation have been modified. Now the dif­
ferences of wave height along the running direction are calculated. On this
way the influence of bathymetry and the shore course on the development
of sea violence can be considered by observing the waves step by step. In
the actual program release the uniform wind conditions for the target area
can be calculated.
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Wave induced streaming

The streaming in nature are superpositon of tide and wave induced strea­
ming which are interacting.

Now one can calculate the induced forces on the background of socalled
radiation stresses by LONGUENT - HIGGINS and STEWART [9].

It is convenient to investigate how a progressive wave contributes,
through the induced horizontal momentum and pressure components, to
the dynamic equilibrium of a water column and to define and formulate the
radiation stress magnitudes. The magnitudes will be used in the circulation
models.

Independently of the first order wave theory postulation that waves
transport no mass in the direction of their propagation due to the periodicity
and symmetry of the velocity u magnitude, there is a surplus of momentum
flux showing that gradients of induced mean momentum.

Now one can calculate the socalled radiation stresses

Sxx = (n*cos2(o)+n-~)*E
SX1l (n * sin(O)cos(O)) * E

Sw = (n*sin2(O)+n-~)*E

(29)

(30)

(31 )

(32)

where, E = ~pgh2, the wave enery, n = the ratio of group velocity to wave
celerity and 0 is the angle between the direction of wave propagation and
the positive x-axis.

The driving forces are found from the gradients of the wave action,
leading to

Fx = _1_ * (5Sxx + 5Sx 1l )

p * h 5x 5y

F = _1_ * (5Sx 1l + 5S1I1I )

11 p * h 5y 5y

(33)

(34)

(35)

With this forces one can calculate the induced velocity by a streaming mo­
del.
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4 Test cases and applications

The wave program calculates the change of the wave parameters H, L, T,
the direction and the possible breaking of a monochromatic wave for the
cutting points between wave crests and orthogonals. In this case the qua­
lity of this approach is dependent on choosing the step of calculation in
dependent on the task. The wave parameters are constant between two
orthogonals. The results of the calculations can be written in the following
ways:
1. Representation of the wave crests with and without orthogonals in 7
colours indicating the wave height reaches. The boundaries of this reaches
can be choosen freely.
2. Output of the wave parameters including the streaming induced forces
at determinate points, at the so called pegel points.
3. The same information can output at the points of the digital terrain
model.

The calculation of the wavepropagation by the linear wave theory gives
good results for a lot of practical cases. In the following for some examples
the precise restitution of the model is demonstrated.

As an example the test region is modelised in the same way as published
by DE V RIEND in [2] and [3]. This is a system with a curved coastline.
The distribution of the depth is represented in Fig. 3. For this region the
waves simulation is calculated.

The wave distribution is given in Fig. 4, the dotted region shows
the breaking of waves. Using in Fig. 6 represented components of forces
the wave induced streaming from Fig. 7 is calculated as an example. The
correctness of the calculation be examaind in the case of the above presented
test region. Of course it is necessary a more complete verification by other
natural data.

A large scale area application for this model is the coastal protection
investigations in the coastel region near the island of Sylt. Sylt is located in
the south-east part of theNorth Sea near the border between Germany and
Danmark. In Fig. 7 the distribution of the depth is represented. Besides
the effects according to the bathemetry one can good seen in Fig. 8 and
Fig. 9 the effects of tidal streaming at the ends of the island.

The model reproduces well-known results for finite-amplitude waves.
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Figure 5: Wave height distribution
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Figure 6: Current induced forces
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Figure 7: Wave induced currents
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Figure 8: Mean Waterlevel because of waveinfluence
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Figure 9: Bathematry arround Sylt



F
ig
ur
e
11
:
W
av
e
he
ig
ht
di
st
ri
bu
ti
on
an
d
cu
rr
en
t
ve
lo
ci
ty

du
ri
ng
eb
b
ph
as
e

j ! i i
.'

.f.

F
ig
ur
e
10
:
W
av
e
di
st
ri
bu
ti
on
du
ri
ng
eb
b
ph
as
e

.,
\•

.•.
,..

.
'.

a·
I.

...
.

L
te

·,
::
..

.
7

'0
'1

,'
"

1
_

"
f
U

.
1

.1
1

'1
.'

0
.

.,,A
lO

oo

•
~

;.
.,
;

I"
A

10
,
,
~
~

,,.
...

~
I

W
(

(J o 3 '0 t: ... ('
l ..., 3:: o 0
- ~ ::s (IQ 0
' ..., V

1
('

l
~ en II

I ::
l

0
-

(J o ~ en ... II
I ;;0 ('
l

C!9
.
o ::s en -
.)



O
._

.·
O

./
h

'
.
1
~
·
'

1;
&

1
.:

:'
1

1
:_

I
:
:

I.
':

'"
1

H
I

1.
1:

'.
Io

U
·•

.•
:•

•
1"

:'
-'

'."
".

1"
"

.
,
,
,
~
,
.
,
,
,

t.
..

..
·.

:
t

f
:n

.,
..

..
'..

..·
1.

&
..

1.
..

.·
1

.•
,.

••
.eo

­ "

.::.
./

...
./.\

I ) i ,
:..

)
I

r:
,

o
•

.~
.,

.,
.,
..-.
..._

.~
...

o
,:'

.
"

.
,

,
.

"

~
..

e
::

--
J
.C

o.
IV

I

--
~
-

.....
_..

..
-.
..
/-
-_
.~
,'

\
~
.

-
'
.

1 ~

_..
...

....
,

,,,
..

7
'1

te
:

/i

0
0 n o 3 '0 s:: ..... o .., ~ o 0­ !!
.

;:
l

(J
Q 0' .., C
/) o l:\
l

rJ
l

l:\
l

;:
l 0
- n o l:\
l

rJ
l ..... ~ ;:tl o (JQ 0' ;:
l

rJ
l

F
ig
ur
e
12
:
W
av
e
d
is
tr
ib
u
ti
o
n
du
ri
ng
fl
oo
d
ph
as
e

F
ig
ur
e
13
:
W
av
e
he
ig
ht
di
st
ri
bu
ti
on
an
d
cu
rr
en
t
ve
lo
ci
ty

du
ri
ng
fl
oo
d
ph
as
e



Computer Modelling for Seas and Coastal Regions 19

References

[11 Shore Protection Manual. U.S. Army Coastal Engineering Research
Center, Washington, 1984.

[2] H. J. de Vried. On the applicability of a highly simplified wave propa­
gations model in the computation of wave-driven coaste! currents. In
Progress report W 439-3, Waterloopkundig laboratorium delft hydrau­
lics laboratory, December 1982.

[3] H. J. de Vried. 2 DH mathematical modelling in coastal morphology.
In European Coastal Zones, Athens, 30.Sep.-04.0ct. 1985.

[4] a.H. Anderson; J. Fredsoe. Transport of Suspended Sediment Along
the Coast. Tech. Univ. Danmark, 1983.

[5] V. Sundar; H. Noethel; K. P. I-Iolz. Wave kinematics in a groin Field
- Frequency domain analysis. Coastal Engineering Journal, 1992. ac­
cepted for publication.

[6] J.W. Johnson. The Refraction of Surface Waves by Currents. Tran­
sactions, American Geophysical Union, 28(6), 1947.

[7] C.T.Kuo K. Horikawa. A study on wave Transformation inside Surfe
Zone. Coastal Engineering Conference, 1, 1966.

[8] J.F.A. Sleath. Sea Bed Mechanics. John Wiley & Sons, 1984.

[9] M. S. Longuet-Higgins; R. W. Stewart. Radiation stress in water wa­
ves," A physical discussion with application". Deep Sea Res., 11(4):225­
239, 1977.

[10] J.R. Weggel. Maximum Breaker Height. Journal of Waterways, 98,
1972.

[11] R.L. Wiegel. Oceanographical Engineering. Prentice Hall International
Series in Theoretical and Applied Mechanics. N.J. Englewood Cliffs,
1964.

[12] K.P. Holz; M. Feist; H. Noethel; P. Lehfeldt; A. Pluess; U. Zanke. The
TICAD-Toolbox Applied to Coastal Engineering problems. In Hydrau­
lic Engineering Software Applications in Computational Mechanics Pu­
blications, 1990.



Stokes Drift Effects Computed From
Measured Wave Data
G. Piro (*), E. Pugliese Carratelli (*), E. Sansone (**)
(*) Dip. Difesa Suolo, Universita della Calabria,
Montalto Uffugo (CS) , 187040, Italy
(**) Istituto Universitario Navale, Via Acton 38,
Naples, 180133, Italy

ABSTRACT

The effect of mean mass transport on the surface
of the sea due to wave movement and known as
"Stokes Drift" plays an important role in
forecasting the movement of floating pollutants and
is also of paramount importance when evaluating the
boundary conditions for the computation of coastal
circulation; this paper presents an attempt to
supplement the usual approach based on monochromatic
waves or standard spectral simulations with an
analysis of measured time series of waves.

Wave heights and periods are computed from
records of water height data obtained with a
Datawell wave gauge located in the Bay of Naples in
different sea states through the usual zero­
upcrossing procedure, and wave parameters are
estimated; once such parameters are known and a
wave theory is assumed the computation of the
drift velocity is quite straightforward.

These computations yield a mean drift velocity
for all available sea records, which include both
calm and very rough sea conditions; correlations
are found to relate drift to the sea state.

INTRODUCTION

The presence of waves on the surface of the
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water has very important effects on the transport
of mass in the sea, and therefore also on the
movement of pollutants.

The mean current resulting on the surface of the
water as a consequence of the wavy movement is known
as the "Stokes' drift" or simply "drift", and its
effects are very important when dealing with the
movement of floating pollutants (e.g. oil slicks),
and particularly so in the Mediterranean, where the
tidal effects are often negligible.

The energy transfer between the wind and the
upper layer of the sea is mainly based on the
wave drift; in fact the waves themselves,
in spite of being a basically irrotational
phenomenon, act as a sort of intermediate mechanism,
or "filter" (Bye, [1]) between the tangential
stress and the turbulent structure of the upper sea
layer. This effect does of course interact with
all the other effects, such as the bottom friction,
the tides, the Coriolis forces, and the inertia.

The time scales of the circulation of the whole
water body are, of course, much longer than the
typical periods of the wind waves; when the global
equations of the circulation are considered
the drift caused by the waves is therefore taken
into account separately and it provides in
mathematical terms - the upper boundary conditions
for the underlying currents.

The scientific literature on drift and drift­
related phenomena is of course very rich; we
shall thus very quickly review only the papers
which we consider to be relevant to the results
dealt with in this paper.

After Stokes' original work in the last century,
the milestone of theoretical research in the field
of wave drift is probably Longuet-Higgins' [2]
classical paper which is of special interest when
dealing with shallow waves, where the effects of
viscosity are important. However, the results by
Russel and Osorio, as reported by Stolzenbach et
al. [3] and by Dyke and Barstow [4] can be used to
assess the acceptability of non viscous theories
in the context of our work, which only deals with
deep water waves.

The paper by Bye [1] quoted above, and another
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one by Unulata and Mei [5] are particularly useful
in clarifying the concept and nature of the wave
drift at sea. On the same line it is also worth
mentioning a paper by Kit and Stiassnie [6], and one
by Chu [7], together with the discussion of this
latter by Darlymple and Svendsen [8] which clarify
some conceptual problems about the drift and the
possibility of computing it from the existing regu­
lar wave models.

A very interesting discussion of the interaction
between the waves, their drift and the currents is
presented in [9]; the relative importance of
Eckmann layer and wave drift in determining surface
mass transport, is given in [10]

Two papers by Kenyon [11,12] supply a wave­
spectrum based analysis of the drift and an
evaluation of the mean surface velocity as a
function of the wind speed for random waves in
fully developed seas; more detailed numerical
results on the same line, as well as experimental
da taob t a i ned ina wa t e r tan k for bot h
monochromatic and random waves, are presented by
Dyke and Barstow [4].

Bullock and Short [13] offer some useful
laboratory experimental results for water particle
velocities in regular waves, together with an
assessment of the predictive capabilities of various
theories.

The procedure we present in the following
is based on directly processing the time series of
the water height as measured with a wave meter,
rather than making use of a simulation based on the
spectral analysis as some of the researchers quoted
above. Through this approach the experimental data
can be more directly employed, and higher order
wave theories can be used in order to yield a more
reliable estimate of the drift velocity, as compared
with the spectrum/linear theory approach.

PROCEDURE AND RESULTS

The water height data records have been obtained
with a Datawell accelerometric buoy wave gauge
located in the Bay of Naples in a period of time
spanning from the summer 1986 to the winter of 1987,
at a depth of 90 metres.
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Details on the location and the experimental
techniques and the pre-processing procedures ­
which, however, are rather simple by present
standards - have been supplied elsewhere (Pugliese
Carratelli and Sansone, [14]). It is enough here to
say that the sampling rate is 0.39 seconds, and
each single record of data is composed by 512 or
1024 samples, thus yielding a record length of
about three or six minutes. 69 three-minutes and 34
six-minutes records were considered.

Wave heights and periods have been computed from
the water height data through the usual zero-upcros­
sing procedure, each record thus yielding a number
of waves varying around 30 (for the shorter 512 sam­
ples data) or around 60 (for the longer ones).

A knowledge of the height and the period of a
wave is not sufficient to compute the drift; a
rna themat i cal the 0 r y wit h the a p pro p ria t e
parameters must be assumed so that all the
hydrodimamic properties are known.

This procedure has been followed twice for all
the data records, by computing the displacement due
to the drift for each single wave with both Stokes
II and Stokes III theories.

Once this is done, the average drift velocity
can be simply evaluated for each record by
performing this computation for each wave of the
record, summing up the displacements and dividing by
the total duration of the wave train; this procedure
automatically takes into account the different
duration of the single waves and thus implicitly
supplies correct weighted average.

When the Stokes II theory is used, the
computations are quite straightforward, since a
classical analytical solution for the drift velocity
Ud is available, again from Stokes' own work, (see
for instance Stolzenbach et al., [3] or Dyke and
Barstow, [ 4 ] ) :

H2 a K cosh[2 K (z+h)]

2 sinh 2 (K h)
(la)

where H, a and K are the height, the wave
number and the angular frequency respectively; z is
the vertical abscissa, measured from the mean free
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surface, and h is the depth. K is obviously related
to h by the dispersion equation (the deep water
hypothesis has been held valid in all the cases
examined) .

To account for mass balance in simple
state one dimensional flows a further term
added to include a current in the direction
to the wave velocity, thus yielding:

steady­
must be
opposite

[

cosh[2K(z+h)]

2 sinh 2 (K h)

coth (K h)

2 K h ] (lb)

(in order to be consistent with the deep water hy­
pothesis the constant term should be very small)

For more complex wave theories there is no such
simple and widely accepted formula for the drift
velocity. Even for the relatively simple Stokes III
model the equations are quite complicated and cum­
bersome; the authors have employed the formulas
supplied by Scarsi and Stura in [15].

The results are supplied in fig. 1) and fig 2)
where the average drift velocity is plotted against
the energy E of the sea state, as evaluated by
computing the MSR of the n recorded water height
values Yi in the relevant record:

E [ L: ~ (Y i> - Ym 2) / (n-1) ] 1/
2

( 2 )

(Ym is of course the average of the Yi values)

The results are plotted in the figures from 1
to 3.

Figure 1 presents the drift velocity Ud, calculated
according to equations la) and Ib) for each single
record, as a function of E; a strong correlation is
visible, even though there is a much wider
dispersion if compared with the results of previous
researchers in the field, who -as stated above ­
worked with analytical and numerical derivations
from theoretical wave spectra. The dispersion of
values we found is obviously due to our use of real
experimental data rather than of an idealized
description of the sea state.
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Also reported are the best fit straight lines of
the correlations; the difference between the re­
sults obtained with the two equations is so slight
that the two lines practically coincide, as could be
expected due to the deep water hypothesis.

In figure 2 the Ud values are plotted as computed
with the Stokes III theory, and again the best fit
line is calculated and drawn; while the overall
trend is the same, there is a difference from the
results supplied in the previous picture.

Such a difference is better highlighted in the
following picture (figure 3), where the drift
obtained with the two different theories are
directly compared.

The correlations is strong, but there are enough
differences to suggest that perhaps a closer look at
higher order theories when evaluating mass transport
in real sea would be worth while.

Finally, it might be interesting to estimate
the drift velocity as a function of the wind
speed; unfortunately this kind of analysis, which is
straightforward for a fully developed wave field
would lead nowhere in our situation where the sea
state is the result of very complex meteorological
and geographical situations.

The interested reader can refer to a previous
work (Marone et ai, [15]), where most of the data
employed here have been analyzed and correlated to
the measured wind velocity.

CONCLUSIONS AND FUTURE DEVELOPMENTS

Recent research (iee for example Benassai G.,
Rebaudengo Lando and Sansone, [16]) is evalua­
ting the possibility and the reliability of
spect~um-based procedures for simulating various
sea state parameters. The present work is in fact
meant to supply some elements which should eventual­
ly lead to a similar assessment for the surface wave
drift.

The reader may find it somewhat disconcerting
that no experiments on the drift in real sea condi­
tions have been quoted or considered in this con­
text.
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It is our opinion however - also on the basis
of experience gained during sea measurement
campaigns carried out in the past by one of the
authors (De Maio et al. , [17], Spezie et al. [18] )
that the experimental difficulties involved, as

well as the conceptual difficulty of separating
the various effects that concur in determining
the movement of floaters or tracers, render the
analysis of field data a poor tool towards the
comprehension of sea wave drift; unless, of course
a clear picture is first gained of the interaction
between the sea state and the movement of its upper
surface itself.

The experimental situation may have changed
now that more sophisticated techniques are
available, such as microwave measurement water
surface velocity, so that it might soon be
possible to effectively test different models
against real field data. With this work we hope to
have supplied some useful elemnts to the future
builders of such models.
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The Transfer of the Donelan et aI.
Spectrum on Shoaling Water
L. Rebaudengo Lando, G. Scarsi, A.C. Taramasso
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Via Montallegro 1, 16145, Genova, Italy

ABSTRACT

Following a procedure adopted to rederive the TMA spectrum, a model
suitable to transfer the Donelan et al. sea wave frequency spectrum from
deep water to shallow water is suggested. Some considerations about the
changes of the spectral width, the energy density and the spectral height
are carried out and a first approach analysis of the non-linear effects is
given.

INTRODUCTION

Starting from an observation by Phillips [I,2J, Kitaigorodskii et aI. [3,4]
introduced a self-similarity hypothesis which stipulates that the form of
the relationship giving the sea wave spectrum in the equilibrium range
is identical whatever the depth, when the wave number space is considered.

With reference to that range I, Kitaigorodskii et al. took into account,
on deep water, the PhiIlips spatial spectrum

F '0 (k 0) ~ ( a I 2 ) k ~ 3 ( I )

and, according to the above-mentioned hypothesis, introduced on finite
depth the spatial spectrum

F ,(k. h) = (a/2)k- 3 (2)

where k, ko are the wave numbers, a is the equilibrium parameter and
h is the depth of the bottom 2.

It is worth noting that the spectrum (I), which presupposes a wave

1 The equilibrium range of a spectrum is the part just above the wave
number peak (wave number space) or the frequency peak (frequency
space).
2 Hereafter, the index 0 indicates deep water conditions and the index
p means a quantity referred to the spectral peak.
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generation in steady condition, was obtained on purely dimensional
grounds and its shape was regarded as governed by the net energy input
from wind and wave breaking due to the gravitational instability.

To refer the spectrum (2) to the frequency f space, Kitaigorodskii et al.
used the simple algebric relationship

S,,(f,h)- F ,.(k.h)[dkldfJ (3)

where Sp(f,h) is the frequency (or temporal) spectrum on finite depth
and f p is the peak frequency. The derivative is performed by adopting
the linear isotropic dispersion relationship

(2nf)2 = gkTh(kh) = gkIX(CJ h ) (4)

where X is a dimensionless function which is found from

XTh(CJ~X)= I

O'h being the dimensionless depth parameter

CJ h = 2nlJhlg (6)

with g the acceleration of gravity. At the end. the spectrum (3) becomes

S,.(f.h)=ag 2 (2n)-4r S ?.K(CJ h ) (7)

EK being the dimensionless depth function (Kitaigorodskii factor)

?.K = x- 2 [ I + 2CJ~X/Sh(2CJ~x)f' (8)

which correctly exhibits the value one on deep water where the Phillips
frequency spectrum is

S "0(f) = ag 2 (2n) -4 15 (9)

showing an f- 5 power law as the principal frequency dependence.
Thus, by Eq. (9), Eq. (7) can be written as

S l' (f . h) = S Po (f ) =- K ( CJ h ) (I 0 )

after assuming f p equal to fpo whatever the depth.

Bouws et al. [5] replaced in Eq. (10) the Phillips frequency spectrum
Spo(f) by a JONSWAP frequency spectrum SJo(f) [6] and extended the
relationship so obtained to the entire range of frequencies, giving rise to
the TMA model. This model was tested with an extensive set of field data
and was rederived by Scarsi et al. [7] in order to make it suitable to verify
the self-similarity hypothesis in the k space.

The modified TMA model so deduced differs from the original one in
the shape functions ¢PM and ¢J and it gives the frequency spectrum

S T(f • h) = ag 2 (2n) -4r 5 q" "M(f •1 p' x. X p )'

. q"J(f. 1 p' x. X p ' y. W)=-K(CJ h )

q,,"M = exp[ -1.25(f[X11p£)-4]

(11 )

(12)



(15)

Computer Modelling for Seas and Coastal Regions 35

4>J = exp[ In(y)exp[ -0.5(ffX/ f pfX:,-1 / /w z]] (13)

with 'Y the peak enhancement factor and w the peak width parameter.

In the present investigation, the Donelan et al. frequency spectrum Soo(f)
on deep water [8] is taken into account and a model suitable to give the
relevant spectrum in shoaling water is supplied by following the procedure
adopted to obtain the modified TMA model. In detail: the spectrum Soo(f)
is transferred into the spatial spectrum Foo(ko); the form of the Foo(ko)
spectrum is kept for the spatial spectrum FD(k,h) on finite depth; the
spectrum Fo(k,h) is transferred into the frequency spectrum So(/,h) by
introducing the derivative of Eq. (3).

Adopting the spectrum So(/,h) so constructed, the following topics were
dealt with: the behaviour of the spectral width, the energy density and
the spectral height on shoaling water; the comparison of the obtained
energy density and spectral height with those deduced by the modified
TMA model; the analysis of the non-linear effects through a first approach
scheme based on an extension and an adjustment of the second order
model suggested by Tayfun & Lo [9] on deep water.

THE DONELAN ET AL. SPECTRUM ON FINITE DEPTH

The Donelan et al. freqUt:ncy spectrum SDo(f) on deep water was
determined from very controlled data obtained in field (Lake Ontario)
and in a large laboratory tank and it shows an /-4 power law as the
principal frequency dependence. After some simple manipulations carried
out starting from the original form, this spectrum can be given as

S DO( f) = a. g 145 (2 It) - 3.45U0 55 r 4 f ~045 4> "',fo (f. j p)4> Jo (f. f po' y. w) (14)

where the shape functions cPPMo and cPJo are supplied by

4>PMO = exp[-(f/ j pof
4

]

4> Jo = exp[ln(y)exp[ -0.5(f / f po - 1 )z/w z]]. (16 )

The wind velocity U is considered in the overall mean wave direction
and the parameter a. (related to the equilibrium parameter a), the peak
enhancement factor 'Y and the peak width parameter ware expressed by

a.=0.006; 0.83:::;A o :::;5 (17a)

y-1.7+6Ig(A o ); 1 :::;A o S5

w=0.08[l+4/A~]; 0.83SA o S5

where the dimensionless parameter

A o = 2nj poU /g

(17 b)

(17 c)

(17d)

( 18)
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is equal to the ratio UI cpo' cpo being the phase velocity corresponding
to the spectral peak.
The spatial spectrum Foo(ko) related to the frequency spectrum (14) is
deduced from

Foo(ko)-Soo(f)[dfldkol (19)

where the derivative is performed using Eq. (4) on deep water, i.e.

(2nf)2 - gk o' (20)

It turns out

F oo(k o) = (a,/2)g-0.275UO.55k~2.5k~·2254>I'MO(ko' kpo)4>;o(k o' k po ' y. w) (21)

where the functions rPPMo and rPJo are supplied by
4>I'MO = exp[ -(~kolk po) -4]

4>;0 = exp[ In(v)exp[ -O.S(~k olk po -I)2Iw 2]]. (23)

The parameters a, 'Y, ware given by Eqs. (17) after replacing the parameter
Ao by

Bo-U~kpolg

deduced from Eq. (18) taking into account Eq. (20).

(24)

(26)

(27)

To obtain in finite depth h the spectra Fo(k,h) and SD(f,h)
corresponding to the spectra Foo(ko) and Soo(f) on deep water, the
procedure which makes it possible to deduce the spectra (2) and (7)
starting from the spectrum (1) is adopted. This procedure leads to the
following results.
The spatial spectra Fo(k,h) are expressed by

F o(k. h) = (a,/2)g-0.275 UO.55 k- 2.5k~0.2254> I'M(k. k p)4> ;(k. k p' y. w) (25)

where the functions rPPM and rPJ are supplied by
4>I'M =exp[ -Uklk p f4]

4>; = exp[ In(v)exp[ -O.S( ~ kl k p-I )2]].
The parameters a., 'Y, ware given by Eq.(17) after replacing the parameter
Ao by

B=U~kplg (28)

deduced from Eq.(24), taking into account the self-similarity hypothesis.
Thus, the frequency spectrum So(f,h) is

S o(f. h) = a.g 1.45(2n) -3.45UO.55r 1f~0.15 4> /'M(f. f p' x. X p )'

• 4> ; (f. f p' X • X p' y. w ):=: 0 ( (J h • (J hp)

where the functions rPPM and rPJ are supplied by

(29)



(32)
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4l"A/ ~ exp[-uh/ f p£)-4] (30)

4l J ~ exp[ In(y)exp[-0.5uh/ f p[X,,-1 / /w z]] (31)

which show that the function ¢J is identical to that relevant to the modified
TMA model (See Eq.13).

The function X is found from Eq.(5); the parameters O'h and O'hp are defined
by Eq.(6); the depth function Eo is expressed by

:; = -1.5 -O.Z25[ 1 + 20 2 / Sh(202 )]-1
-0 X X p hX hX

and it differs from the Kitaigorodskii factor (See Eq.8).
Besides, the parameters a., 'Y, ware given by Eq. (17) after replacing the
parameter .Ao by the parameter

A - 2nU f p[X;,/g ~ Ao[X;, (33)

deduced from Eq. (28) taking into account Eq. (4).

On deep water, the functions X and Eo assume the value one and Eqs.
(29), (30), (31), (33) correctly become Eqs. (14), (15), (16), (18).

THE BEHAVIDUR OF THE DONELAN et AI. SPECTRUM ON
SHOALING WATER

Figures 1 and 2, suggested as an example, show the spatial spectra F o(k,h)
and the corresponding frequency spectra SD(f,h) for different depths
ranging from deep water to shallow water conditions. The values of the
selected depths h and those of the parameters .Ao and Bo , peak frequency
fpo' peak wave number k po are indicated in the same figures.

Table 1 gives the values of the following quantities: the zero-th moments
mOFO and the maxima FMO for the spectra F o (k,h); the zero-th moments
moo, the maxima SMO' the spectral width €20 as defined by
Longuet-Higgins [10] and the energy densities ED for the spectra So(f,h),
taking into account that €20 and ED are expressed by

Eo=pgm oo

(34)

(35)

where p is the density of the water and mID, m20 are the 1st and 2nd
moments of the spectra So(f,h) considered in the range of frequencies
from 0.4 f p to 6.5 f p •

Obviously, the energy densities of the spectra Fo(k,h) are equal to the
ones of the spectra So(f,h).
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Figure 1 - Spatial spectra Fn(k,h).
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Figure 2 - Frequency spectra Sn(f,h).

h mOFD FMD mOD SMn €2n En
(m) (m2) (m3 ) (m2) (m2 / Hz) (N/m)

co 2.66 63.7 2.66 46.8 0.44 26090
50 2.45 57.1 2.45 37.4 0.46 24030
30 2.03 44.1 2.03 27.2 0.48 19910
20 1.62 32.6 1.62 20.6 0.51 15890
15 1.35 25.4 1.35 17.0 0.53 13240

Table 1 - Quantities referred to the spectra of Figures 1 and 2.
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An examination of the figures and table leads to the following observations.

The zero-th moments of the frequency spectra are correctly equal to those
of the spatial spectra.
The zero-th moments, the energy densities and the maxima of the spectra
decrease as the depths decrease; in particular, for the conditions taken
into account, the decreases of the zero-th moments and energy densities
can reach -50% and that of the maxima -60%.
The maxima of the spatial spectra shift towards higher wave numbers as
the depths decrease whereas the maxima of the frequency spectra occur
for frequencies very close to fp=fpo despite the presence of the Eo and
X functions in Eq.(29); thus, the frequency f p actually keeps the meaning
of peak frequency whatever the depth.

The spectral widths increase as the depths decrease; in particular, for the
conditions taken into account the increases of the spectral widths can
reach -20%.

Bearing in mind the form of Eq.(29), the ratio Eso=Eso I Esoo between
the energy densities on finite depth and on deep water, can be written
'a priori' as

f'O=1jJ'EO(OhP,A o ) (36)

involving the dimensionless parameters 0hp and .40.
A numerical investigation carried out for values of 0hp and Ao respectively
ranging from 0.5 to 2.5 and from 0.83 to 5 showed that the dependence
of Eo on Ao is much less important than the one on 0hp and, consequently,
it can be ignored without appreciably modifying the behaviour of that
ratio. In such away, Eq. (36) becomes

f' 0 - 1jJ ED (a hP) (37 )

which, taking into account Eq. (5), can be written 10 the very simple
form

(38)

obtained by a least-square regression method (goodness coefficient -0.98).
Besides, Eqs. (35) and (38) lead to

R -0.825
0= X p (39)

Ho=Hol H oo being the ratio between the spectral heights on finite depth
and on deep water, defined as

H D =4)m oo ; Hoo=4)mooo. (40)

In the considered range of 0hp the decrease of the energy densities and
spectral heights from deep water to the lowest adopted shallow water
condition (ohp=0.5, x=2.1) reaches respectively -70% and 45%; thus, the
spectral heights are substantially reduced to a half.
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In order to test the predictive capability of Eq. (39), the field data
taken into account by Hughes & Miller [11] are considered. These data
were obtained by the Coastal Engineering Center's Field Research Facility
located on the Outer Banks at Duck in North Caroline (USA) and they
are given in Figure 3 by Hughes & Miller in terms of the dimensional
parameter H D/LpO.75 determined from measurements of wave conditions
at a depth h l =18 m versus its counterpart determined from analogous
measurements at a depth h 2=8 m, L p being the peak length. In the same
figure the dashed area, which contains the representative points of the
results deduced from Eq.(39) in the form

H ILo.75 _(H ILo.75 )(X IX )0.075
Dip I D2 p2 p2 pi (41)

is plotted; the indexes 1 and 2 indicate quantities evaluated with respect
to h l and h 2 depths. That area is bounded by the straight lines corresponding
to the adopted extreme peak frequencies f p=O.05 Hz, f p=O.5 Hz and it
is located in the central belt of the region of the experimental data, where
they are in large amount.

The figure clearly shows a very satisfactory mean behaviour of the
aforementioned results, which confirms the global validity of Eqs.(38)
and (39).

0.15 r-------------------~

0.150.100.05

...· .· -.-.. .-... .. .::-· : ..... :.:. ..:.....:\ ,.<-. •... ­. .,..... .... -. -.... ....-...~ .:. .........
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o

005

0.10

Figure 3 - Dimensional parameter HDl / Lp10.75 relevant to the depth hI
versus the parameter H D2 / L p20.75 relevant to the depth h2 (dark circles:
field data; dashed area: suggested model).
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With reference to the modified TMA model schematically described
in the Introduction, the ratio 'ffrETI ETo between the energy densities
on finite depth and on deep water formally keeps the dependence (37),
i.e.

CT - \II ET ( <1 hP) • ( 42)

The function '!/JET, like the function '!/JEO in Eq.(37), can be written in
terms of Xp' as already shown by Scarsi et a1., and it turns out

which leads to

,. - 2.00
I: T = X p

f1 -1.00
T = X p

(43)

(44)

HrHT I HTo being the ratio between the corresponding spectral heights
on finite depth and on deep water.
Eqs. (38),(43) and Eqs. (39),(44) supply the following relationships

C IC _XO.35 • F! IF! _XO. 175 (45)
DT p' D T p

which show that the energy densities and the spectral heights obtained
by the Donelan et al. spectrum in shoaling water diminish, with respect
to the values on deep water, less than the ones obtained by the modified
TMA model, taking into account that xp~l. In particular, the ratios (45)
increase as the dimensionless depth uhp decreases reaching the values
Eol ET -1.30 and Hoi HT -1.14 in the lowest adopted shallow water
condition.

SOME CONSIDERATIONS ABOUT THE NON-LINEARITIES

The Donelan et a1. spectrum So(f,h) in shoaling water keeps a single
peak whatever the depth, as happens for the original and modified TMA
spectra.

In general, observations and theories support the occurrence of a secondary
peak in the region close to 2fp but its presence becomes energetically
important only when the non-linearities playa significant role, essentially
because of the decrease in depth.

To analyse the non-linearities which arise from the So(f,h) spectra, an
investigation to the second order was carried out. Attention was focused
on the ratioC720=u2'120/u2'11O' where U2'11O is the variance of the 1st order
component '710 (Gaussian component) of the surface elevation '70 and
U2'120 is the variance of the relevant 2nd order component '720, noting
that the aforementioned ratio corresponds to the one between the energy
densities.
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The evaluation ofo20 was made by following this procedure: the model
suggested by Tayfun & Lo for deep water, unidirectional waves,
narrow-band spectra was adjusted for its use on finite depths too; the
model so obtained was specified starting from the Gaussian components
'710 constructed, in the time t domain, through linear numerical simulations
of sea states corresponding to the SD(f,h) spectra on different depths;
after this specification, the non-linear components '720 became available
and the variances 0217iD and 0 21720 could be calculated.

It is worth noting that the numerical simulations were carried out by a
single summation model already adopted and appropriately tested by the
authors (Rebaudengo Lando et al. [12]).

Following the Tayfun & Lo model, the 2nd order components '7200
of the surface elevations '700 on deep water can be expressed by

TJ200 = (a~kmo /2) cos (28 0 ) (46)

which becomes operative when the corresponding Gaussian components
'7100 are known. In fact, the wave amplitudes ao and the wave phases 00
are given by

(47)

where ;]100 is the Hilbert transform of '7iDo. Besides, the spectral mean
wave numbers k mo are provided by Eq.(20) specified with the spectral
mean frequency fmo' which is supplied by

f mo = m 100/m OOO • (48)

Taking into account Eqs.(47), '7100 can also be written in the form

TJIOo= aocos(El o) (49)

which associated with Eq. (46), allows '700 to be expressed as

TJoo = a 0cos(El 0) + (a ~kmo /2) cos( 2El 0) (50)

which is in line with the Rice-Dugundji representation of the wave
envelope, giving extremal values that differ from those of the envelope
for quantities of the 1:2002 order.

Eq.(50) is consistent with the second order Stokes expansion on deep
water and it can be extended to the finite depths h after an appropriate
adjustment, according to the form of that expansion on these depths. The
adjustment allows the surface elevations '70 on the depths h to be expressed
as

TJ o = acos(El)+ Ch(k mh)[[2+ Ch(2kmh))/4Sh3(kmh))a2kmcos(2El) (51)

where the wave amplitudes a, the wave phases 0 and the spectral mean
wave numbers km are obtained starting from Eq.(4) and Eqs.(47),(48)
specified by the '7iD components and the moo and miD moments relevant
to the finite depths.
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The investigation performed to evaluate the 020 ratio was based on
Eq.(51) after constructing, by numerical simulations, the discrete time
histories of the Gaussian components '7ID of sea states related to the
So(f,h) spectra. These where characterized by the value of the
dimensionless parameters 0hp and .40 ranging respectively from 0.5 to 2.5
and from 0.83 to 5, as already assumed.
The obtained results lie in the region of Figure 4 bounded by the curves
corresponding to .40=0.83 and to .40=5. The figure shows that the (f20
ratio increases as 0hp decreases and .40 increases, the dependence on these
parameters being of the same order of importance. The drawn behaviour
means that the energy of the 2nd order components '720' and thus the
non-linearities, are not negligible on shallow water for 0hp which become
lower and lower by increasing .40 and consequently by increasing the
wind velocity U in comparison with the spectral phase velocity cpo on
deep water. For example, assuming 020 =0.05 as threshold which not to
be exceeded in order to keep the linear assumption appropriate, the range
of 0hp is reduced by increasing .40, like the dashed straight line in the
figure shows. In particular, for .40=0.83 that range starts at ohp-0.65
whereas for .40=5 it starts at 0hp-0.90.
Obviously, the curves plotted in the figure and the quantitative indications
given above must be considered within the limits of both the hypotheses
of the Tayfun & Lo model and the simplified way followed to obtain
Eq.(51).

Figure 5 shows partial time histories of the Gaussian component '7ID and
2nd order component '720 of the surface elevations '70 relevant to a depth
h=14.8 m and a So(f,h) spectrum characterized by a peak frequency
f p=0.0648 Hz and a wind velocity U=20 mis, which give .40=0.83 and
0hp=0.5. The figure indicates that the second component, which is very
important in the situation considered, vertically skews the wave profile
giving rise to sharper higher crests and more rounded flatter troughs, as
the crosses clearly evidence. This fact leads to a probability density
function of the surface elevation which can appreciably deviate from the
Gaussian one.

CONCLUSIONS

Following the procedure already adopted by the authors to rederive the
TMA spectrum, a model able to give the Donelan et aI. frequency spectrum
on shoaling water is suggested.
This spectrum (Eq.29) correctly verifies (Eqs.21,25) the self-similarity
hypothesis introduced by Kitaigoroskii et aI. in the space of the wave
numbers and, in decreasing depths, it leads to the following behaviours:
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the spectral maximum, the energy density, the spectral height decrease
and the spectral width increases (Table 1); the ratio between the local
energy density and the one on deep water, and the ratio between the
corresponding spectral heights can be expressed in very simple forms
(Eqs.38,39) - satisfactorily tested with field data (Figure 3) - involving
a function that depends on a dimensionless depth parameter only (Eq.6);
the local energy density and the spectral height are greater (Eqs.45) than
those obtained from the rederived TMA spectrum (Eq.ll).
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The suggested spectrum keeps a single peak whatever the depth and it
can be adopted until the non-linearities, which give rise to a secondary
peak, playa significant role. To understand when this occurs, a simplified
scheme based on the Tayfun & Lo model was adopted, focusing the
attention on the ratio between the variances of the 2nd order component
and the Gaussian component relevant to the surface elevation (Eq.51) and
carrying out numerical simulations of several sea states in order to calculate
that ratio. The results deduced allow some quantitative evaluations to be
supplied, especially for the ranges of the dimensionless depth where the
proposed linear model can indicatively be used.
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ABSTRACT

The breakwater gap wave diffraction problem is investigated by
employing a system of first order partial differential equations
equivalent to Berkhoff's mild slope equation which describes the
combined diffraction-refraction phenomena in shoaling waters.
This system of equations has been previously solved by a finite
difference technique (see Copeland [5]) but in this work, an
explicit characteristics scheme is employed for the solution
running over a non-staggered grid of points. The scheme is
compared with a number of analytical and numerical solutions and
through this comparison, it is proven to be a reliable means for
practical calculations given that its average error remains at a
5% level.

INTRODUCTION

Harbour entrances are very commonly constructed by the
protrusion into the sea of two breakwater arms allowing the
formation between themselves of a gap of certain width. In such
a case, the shelter afforded by the harbour depends on the wave
diffraction patterns inside the harbour introduced by the
impinging waves as these are passing through the gap.

The mathematical description of these breakwater gap wave
diffraction patterns inside a harbour is a difficult problem and
numerous attempts have been made in the past at its solution.
Some date as far back as 1932 like, for example, the one by Lamb
(9) for the case of a small gap width B in comparison with the
wavelength L. However, the solutions most often used in civil
engineering practice are those provided by Penny and Price [13]
and Carr and Stel zr iede [3}. The former have applied
Sommerfeld's theory on the diffraction of light waves in the
case of water waves, while the latter a solution by Morse and
Rubenstein (12) for the diffraction of sound and electromagnetic
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waves by a slit in an infinite plane. Johnson [8] has
incorporated these two solutions in generalised wave diffraction
diagrams which are the well-known diagrams included in CERC [4].

Berkhoff [1] has developed the so-called "mild slope"
equation for the description of this kind of problem which has
found wide practical use. Bettess and Zienkiewicz [2] have
provided a numerical solution to this equation by using finite
and infinite elements ,while Copeland [5] has given an explicit
finite difference solution to a hyperbolic approximation of the
equation.

The "mild-slope" equation is an elliptic-type equation
posing a boundary value problem which requires for its solution
a large amount of computational work, even for coastal areas of
a limited extent. This shortcoming has prompted t~e development
in recent years, of parabolic approximations to the equation
which have the advantage of drastically reducing the necessary
computations by excluding the reflected waves from the solution
(see e.g. Radder[14], Southgate[15] etc.). According to
Copeland[5], the number of operations reqUired for the solution
of the elliptic version of the mild-slope equation is M4

where M
is the number of the grid points describing the wave field~ the
number of operations reqUired for the parabolic version M and
the equivalent number for the hyperbolic one equal to M3 . It can
be seen, therefore, that the hyperbolic approximation to the
equation constitutes an intermediate solution whereby the number
of calculations is reduced without it being necessary to exclude
the presence of the reflected wave.

In this paper, we introduce an explicit numerical scheme for
the solution of the hyperbolic form of the equation which is
based on the method of characteristics and uses a non-staggered
grid of solution points.

THE MATHEMATICAL SOLUTION

According to Ito and Tanimoto[7] and Copeland(5), the mild
slope equation decribing wave propagation in the horizontal
plane may be replaced by a hyperbolic system of first order
equations in the following way:

a~ 1 aQ 1 ap
0at + - -+ ay =n ax n

aQ
+ c C a~

0at ax =9

ap
+ c C a~

0at 9 ay =

(Continuity Equation)

(Momentum Equations) (1)
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where C = n.C, P = n.p , Q = n.q and n = shoaling number, ieg

1 ( 2kh ) (2)n = "2 1 + sinh (2kh)

The quantities p,q are the velocity integrals over the depth,
ie

0 0

p =Iu. dz and q = Iv. dz (3)
-h -h

These may be further written as

p = n. U.h and q = n. V.h (4)

where

1 0
1

0

U = h Iu. dz and V = h Iv. dz (5)
-h -h

are the mean veloci ties in the vertical.

Under these conditions and accounting only for linear waves
propagating over mild slopes of the sea bed, the system of
Equations (1) takes the form

a~ + U ah + V ah = -h ( au +
av )at ax ay ax ay

au c2 a~
(6)at = - il ax

av c2 a~

at = -il ay

where ~ = n.' U = n.U and V = n.V.,
2For shallow water waves, it will be C = gh and therefore,

Equations (6) become identical with the equations describing the
propagation of tidal waves under linear conditions. A multitude
of numerical techniques have been applied for the integration in
time and space of these equations (e.g. explicit or implicit
finite difference, ADI, finite element techniques etc.) and it
is obvious, therefore, that these can be equally applied for the
integration of Equations (6) describing the propagation of wind­
generated waves. The application of a characteristics technique
for the solution of system (6) is demonstrated in the next
section. The technique has been already tested and successfully
validated in a previous paper where tidal wave propagation is
simulated (Matsoukis [11)).

THE METHOD OF CHARACTERISTICS

The method of characteristics has the advantage of transforming
the initial system of partial differential equations to an
equivalent set of equations (the "characteristic conditions)
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which contain only total derivatives and are valid only along
specific lines, the so-called "characteristic lines" or
"bicharacteristics"0 In the (x,y,t) domain, these can be proven
to be the generators of a conoid defined locally by the
following equations (see Dauber and Graffe [6]) :

dx
<IT = U + C COSl+l and ~ i = v + C sinc.p (7 )

where ~ = parametric angle which is measured anticlockwise and
defines the space-time direction of each generator (Fig. 1)

~t

---~---SOLUTIONTIME (k.1).~t

,

PLANE ko~t

i. j-I

Figure 1. Characteristic lines and intersection points 1 to 50

It may be proven that along these generators, the following
"character istic" condi tion holds true:

, dZ + C COSl+l
dU

+ C sinc.p dV = f (8)g dt <IT <IT
g' = 2where C /h and

f = g'C COSl+l
ah + g'C sinc.p ahax ay

c2 (au . 2 - ( au av
) sinc.p av 2 )ax sln ~ ay +- COSl+l + ay cos ~ax

Also, the trajectory fOllowed by
particle is proven to be a characteristic
"particle path" line) defined by

an individual water
line (the so-called
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dx _ dy _
d t - U and d t - V ( 9 )

The corresponding characteristic condition is as follows:

dZ = -h ( au + av )
dt ax ay (10)

It can be seen that this is in fact identical with the first
of Equations (7) (ie the continuity equation), if its terms are
re-arranged and therefore, it is not a characteritic condition
in the strict sense.

THE NUMERICAL SCHEME

The field of application of the equations is divided to a
network of solution points by considering straight lines running
parallel to the two axes x and y at distances ~x and ~y

,respectively. The unknown values of ~,U and V at a certain
time (k+1).~t are all calculated simultaneously at every point
of the grid by using known values of the variables at the
previous time level k.~t. In this way, an explicit technique is
introduced for the solution running over a non-staggered grid.

Accuracy and numerical stability considerations have shown
(Matsoukis[10J) that the computational algorithm must be
established by considering the characteristic conditions (8)
along four bicharacteristics corresponding at values of ~ equal
to Srr/4,7rr/4, rr/4 and 3rr/4 and the characteristic condition (10)
along the particle path line (9). Accordingly, it is (see Fig.
1) :

Characteristic No 1 (~ = Srr /4 )
dZ C -{2 dU C -{2 dV -C -12 ah _ C -12 ah
<IT - 9' 2 <IT 9' 2 dt = 2 ax 2 ay

1 C
2 ( au _ au _ av + av )- "2 9' ax ay ax ay

Characteristic No 2 (~ = 7rr /4)

~ + C -{2 dU C -{2 dV
dt 9' 2 dt - 9' 2 dt

Characteristic No 3

1
- "2

(~ = rr/4)

= C -12 ah _ C -12 ah
2 ax 2 ay

c
2
(au + au + av

g' ax ay ax
av

+ ­ay )
(11 )

C -{2 dV
9' 2 <IT

1
- "2

Characteristic No 4 (~ = 3rr /4)

= C
-12 ah + c -12 ah
2 ax 2 ay

c2 ( au _ au _ av + av )9' ax ay ax ay
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d2 _C_ -12 dU + _C_ -12 dV
dt - g' 2 dt g' 2 dt

= -C -12 ah + c -12 ah
2 ax 2 ay

_ 1. £. ( au + au + av
2 g' ax ay ax + av )ay

The numerical solution is established by approximating the
total derivatives on the left hand side by forward in time
finite differences and, therefore, the conditions above may be
written as follows:

2-21 ~ -12 U-U1 __C_ -12 V-V1 = -c -12 ah _ c -12 ah
61 - g' 2 At g' 2 t. t 2 ax 2 ay

1
- "2

2-22 +~ -12 U-U2 C -12 V-V2 =
61 g' 2 t.t -7261

1 c
2
(au + au + av + av )

-"2 9' ax ay ax ay

2-23 C -12 U-U3 +~ -12 V-V3 =
61+7261 g' 2 t.t (12)

2 - 24 C -12 U-U4 + _C_ -12 V-V4 = -c -12 ah + c -12 ah
61 - 7261 g' 2 t.t 2 ax 2 ay

1 c
2
(au + au + av + av )

-"2 g' ax ay ax ay

(particle path line)

where 2, U and V the values of the unknown variables at the apex
of the conoid ie at the time level of solution (k+1 ).t.t and
Z1,U1,V1,Z2,U2,V2 etc. the values of 2,U and V at the
intermediate points 1 to 5 at the previous time level k.t.t.
These are defined as the intersection of the bicharacteristics
with the time plane k.t.t (Fig. 1) and, therefore, their
coordinates Xi' Y

i
, x

2
' Y2 etc. are as follows:

X
i,2

= ±c-I2t. tY5 2 (13)
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X
3,.

:+ c -12 1i.t= x!5 2

The quantities U,V and C in Equations (13) above and also
the partial derivatives on the right hand side of Equations (12)
are all calculated at k.1i.t at the point of solution O(i1i.x,j1i.y).

By combining Equations (13) , we have

2 =
R1+R2+R3+R4

- 252

U = flg R2+R3-R1-R4 C
2
ah 1i.t (14)4C - -h- ax

v = flg R3+R4-R1-R2 c2 ah 1i.t
4C - -h- ay

where R1 21 C fl U1 C fl V1= - 9' 2 -9'2

R2 22 C fl U2 __C_ fl V2= + --g' 2 g' 2

R3 = 23 + _C_ fl U3 + _C_ fl V3 (15)g' 2 g' 2

R4 = 24 __C_ fl U4 +~ fl V4
g' 2 g' 2

are the so-called Riemann invariants.

The value of any variable at the intermediate points 1 to 5
is approximated by means of an interpolating scheme which takes
the form of a polynomial following Taylor's formula up to a
second order of accuracy, ie

o
",Y

2 2= Q. . ... x L" (g) + 0 .. 5 x L (g) + Y L (g) + 0 .. 5 y
, ,J "" Y

+ xy L (0)
"Y

L (D)
YY

(16)

where 0 stands for any quantity involved in the solution and L",

L L L etc. are finite difference operators in the
y' ",,' yy
following way:

c. . - Q .
L (C) = '+ to • J ' - to • J
" 2 t..x

c. . + Q. . - 2Q .
L (0) = '+to.J ,-to.J '.J
, "" etc.

1i.x2

As a result, the final solution given by (14) above is
finally expressed in terms of the values of the variables not at
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the intermediate points 1 to 5 but only at the grid points. In
practical applications, it is usually taken ~x = ~y = ~s and so,
the numerical solution of elevation' and mean velocities U and
V at a grid point O(i~s,~s) and at time level (k+1).~t ,ie
,k+~, Lf+~ and yk+1, becomes

,k+1 = ,k + 0.5 C2~t2 (L""«,) + Lyy «,))
l , J l,J

-if k k
~t L (hk )~tL(h.)-Y.

\.,j )( \.,J l., J Y l,J

- h.
k

- h. ~t
k

~t L (U.) L (U .)
l. , j " l,J l , j )( l,J

J'+1 = if + 0.5 C2~t2 (L (Uk.) + Lyy (U~,j») (17)
l,J l,J )()( \..,J

C2 k
h. ~t L (' .)
l , j

)( 'I.,J

..{+1 = ..{ + 0.5 C2~t2 (l (l) + l (V
k »)

l , J l,J )();( 1..,J yy l,J

C2
~t

k

h. l (' .)
Y l,J

l , J

This solution scheme is restricted by the following CFl
~Qndition for stability

(18)

Two kinds of boundary points may be recognized within the
model area:those lying along an impermeable barrier (e.g. quay
wall), ie the so-called "closed" boundary points and those lying
along a line connecting the model with the open sea, ie the
so-called "open" boundary points. At closed boundary points, the
velocity directed at right angles to the boundary line is taken
as zero. At the open boundary points, the amplitude of the
incident wave is usually prescribed as a sinusoidal function of
time, while the amplitude of the outgoing wave is calculated by
the model itself using the bicharacteristics lying only in the
interior of the model.

MODEL APPLICATIONS

To test the validity of the model, four different cases of
breakwater gap width to wavelength are examined , ie B/l = 0.5,
1.0, 1.41 and 1.64 and the resulting diffraction coefficients
isolines are compared with those provided by the generalised
diffraction diagrams in CERC.
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Waves travelling over a water depth of h = 15m are
considered with a tidal period of T = 16secs, an amplitude of
0.5m and a 90° angle of incidence to the breakwater gap axial
line. Preliminary tests have shown that the method of solution
developed above (Equations (17», depends strongly on the number
of grid points per wavelength and in this respect, around 40
points per wavelength has been found to be a more than adequate
number to ensure a high level of accuracy. Due to the symmetry
of solution, only half of the wave field needs to be considered
in practical applications (see Fig. 2, 3, 4 and 5). A suitable
number of iterations is also selected, so that the wave front
does not reach the limit of the internal boundaries. In the
opposite case, unwanted reflections will take place along the

o 1.0
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I
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Figure 2. Isolines of diffraction coefficients. Ratio 8/L=O.S

x

y L
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2L
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Figure 3. Isol1nes of diffraction coefficients. Ratio B/L = 1.0
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boundaries which are bound to contaminate the solution in
interior of the model. During the running of the explicit
scheme, wave amplitude maxima and minima are stored at each grid
point which are then used to calculate wave heights and also,
wave diffraction coefficients.Depending on the size of the grid,
the required CPU time is of the level of 1 to 2 minutes on a
micro VAXII computing system.
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By comparing the isolines of diffraction coefficients
produced by the model inside the harbour with those provided by
the generalised diffraction diagrams for the selected ratios of
B/L, the following table can be formed.

Table 1. Average percent(%) error per isoline

Ra t i 0 B/L Isoline

1.0 0.8 0.7 0.6 0.5 0.4 0.3 0.2

0.5 4.9 5.1 4.2 4.1

1.0 3.1 2.6 3.1 2.2 1.7 5.2

1 .41 7.3 2.7 3.4 1.5 1.5

1.64 2.3 3.8 2.6 7.0

Under these conditions, it becomes obvious that the average
error of the numerical solution lies at a 5% level and,
therefore, we can safely conclude that the characteristics
technique is indeed a reliable alternative for practical
applications of civil engineering importance.
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NOTATION

The following symbols are used in this paper:

C = wave celerity

C = wave group celerityg

~x, ~y = space increments along x- and y- axis
~ t = time increment

h = mean water depth relative to a certain datum

~ = water elevation relative to a certain datum

i,j,k = integers

n = shoaling number

U,V = depth mean velocities along x- and y- axis

t = time variable

x,y = cartesian coordinates

z = h~ = total water depth
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ABSTRACT

When gravity waves interact with porous media, a significant portion
of the kinetic energy is dissipated inside the pores due to turbulence and
friction. It is important to estimate such energy loss when designing porous
ocean structures, such as rubble-mound breakwaters in which the wave en­
ergy dissipation is usually the major goal. In this paper, the energy dissi­
pation process is numerically modeled with the Boundary Integral Element
Method (BIEM). To apply the BIEM efficiently, a boundary integral formu­
lation for the wave energy dissipation has been developed, based on energy­
flux deficit concept, to replace the commonly used volumetric expression
(Sulisz [7], Madsen [5], and Sollitt et al.[6]).
The numerical model, which combines BIEM, the nonlinear-unsteady

porous flow model and the boundary integral formula of wave energy dis­
sipation, is capable of simulating the complex interaction process of waves
with porous media of complex geometry for the full range of permeability.
Compared to the conventional volumetric formulation, the boundary inte­
gral formulation for the energy dissipation is proved to be a very efficient
when applied with the BIEM.

INTRODUCTION

When surface gravity waves interact with porous media, such as rubble­
mound breakwaters or gravel islands, a significant amount of the wave en­
ergy is being dissipated within the media due to turbulence and friction.
The computation of this energy dissipation is important in the design of
rubble-mound breakwaters.
Due to high permeability of rubble-mound structures, the dissipation

process is highly nonlinear; also the inertial resistance becomes significant

1Formerly with Coastal and Oceanographic Engineering Dept. University of Florida
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when the flow is unsteady. The porous flow of such kind must be modeled by
a nonlinear-unsteady percolation model such as the one proposed by Sollitt
and Cross [6]. Due to the difficulty of solving the nonlinear problem directly,
the nonlinear formulation is usually linearized to obtain an equivalent linear
resistance coefficient, based on the principle of equal energy dissipation.
Such a technique has been successfully employed by many investigators such
as Sollitt, et al.[6], Madsen [5], Sulisz [7] and others when modeling porous
ocean structures. However, in their models, the expression of the energy
dissipation is in the form of a volumetric integration which is awkward
and leads to tedious and needless computations when boundary element
method is used. Since the linearization process accounts for a large portion
of the total computational effort in the solution of a nonlinear problem, a
more efficient method for evaluating the wave energy dissipation is highly
desirable.

NONLINEAR-UNSTEADY PERCOLATION MODEL

For porous media made of rubble stones, the porous flow can be de­
scribed by (see Wang and Gu [8], Gu and Wang [3], Sollitt and Cross [6])

1
--'lP(x, y, z, t)

P

where

(; - ia(3 + ~ ICi(x, y, z, t) I)q'(x, y, z, t) (1)
p yI<p

aUt + h ICiI) Ci (2)

P(x, y, z, t) is the pore pressure function;

1/ and p are the kinematic viscosity and fluid density, respectively;

I<p is the intrinsic permeability of porous media; it is related to particle
diameter by (Engelund [4])

(3)

where

ao is an empirical constant and

n is volumetric porosity;

a is wave frequency;

(3 is the inertial resistance parameter defined as

Ca is the virtual mass coefficient;
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Cj is a non-dimensional constant which characterizes the nonlinear resis­
tance and

11 and 12 are two complex coefficients introduced for simplicity. The defi­
nitions of them are straightforward from the equation;

q(x, y, z, t) is the complex vector of discharge velocity in the porous medium,
the real velocity vector is

if(x, y, z, t) = Re(q(x, y, z, t»

Introducing a non-dimensional parameter called the intrinsic permeabil­
ity parameter, defined as R = (J1<p/l/, Eq.(l) becomes

-~\7P(x,y,z,t)=O"(Rl -i(3+ ~lq(x,y,z,t)l)q(x,y,z,t) (4)
P vO"I/R

BOUNDARY INTEGRAL FORMULATION OF THE
ENERGY DISSIPATION

The conventional formulation for the wave energy dissipation eD within
a volume V of a porous medium during the time period T is (Sollitt et al.[6],
Madsen [5], and Sulisz [7])

r I t
+

T
~eD = Jv t F· pifdtdv (5)

where F, which is a function of spatial coordinates and time, is the dissipa­
tive stress in the medium and if is the discharge velocity of the porous flow.
Here both F and if are real quantities.
With the nonlinear percolation model Eq.(l), the dissipative stress is

defined as the real part of the quantity in the brackets:

F~ (1/ C j I ~ I) ~
=I<+ry, qq

p V <\p

(6)

The inertial term in Eq.(l), iO"(3if, which is a pure imaginary number in
this case, is a non-dissipative stress and therefore will not contribute to the
energy dissipation process.
The volumetric integration in Eq.(5) is usually difficult to carry out and

in many cases, approximations must be made to simplify the integrand.
However, if the wave energy dissipation can be expressed as a contour inte­
gration along the boundary of the computational domain, the calculation of
energy dissipation will be considerably simplified, especially for a boundary
element solution where P or if are usually well specified along the bound­
aries. As a matter of fact, such an expression can be easily obtained by the
use of a control volume and the Green's theorem.
For simplicity, we consider only two dimensional problems in the x - z

plane. We define U and W to be the discharge velocities (real quantities)
in the x and z directions, respectively, and CD to be the rate of energy
dissipation per unit volume (also a real quantity, considered as a positive



62 Computer Modelling for Seas and Coastal Regions

value). The rate of total energy dissipation in an arbitrarily small cube of
dx . 1 . dz can be expressed as

(7)

(8)

(10)

with Pr being the real part of the complex pore pressure function.
By applying the continuity condition of pore fluid and the nonlinear

percolation model given in Eq.(l) to Eq.(7), it can be readily proven that
Eq.(8) is just an alternate expression of the integrand in Eq.(5) (see Gu [2]).
The total energy dissipation within the entire computational domain

during a time period T is then

ev = fL I t

+
T

ev dt dx dz

where A is the total area of a computational domain, such as the cross
sectional area of a submerged breakwater.
Eq.(9) is an equivalent expression to Eq.(5) for the energy dissipation

in a porous medium. The only difference between the two is that the non­
dissipative resistance ia(3if is included in Eq.(9) but not in Eq.(5). The
inclusion of this term should not affect the value of ev because of the non­
dissipative nature of this resistance.
Applying the Green's theorem to Eq.(9), which converts an aerial inte­

gration into a contour integration, the energy dissipation within the area
bounded by S during a time period T becomes

ev = _It
+T is PrUnds dt

The above equation simply states that the volumetric energy dissipation
in the time period T is equal to the net energy flux across the boundary
enclosing the volume in the same period; i.e., the physical principle of energy
conservation.
Expressed in terms of complex variables, Eq. (10) becomes

with

U nr = Re(un)
Pr Re(p)
ev = Re(Ev )

(11)

(12)
(13)
(14)

where U nr ' Pr and ev are real velocity, pressure and energy dissipation,
respectively.
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For linear wave problems, it is convenient to chose T as the wave period.
The integration of the first term of Eq.(ll) with respect to time vanishes,
and the complex energy dissipation is reduced to

(15)

LINEARIZATION

The linearization of the nonlinear formulation of Eq. (1) is accomplished by
equating the energy dissipation by the linearized system to that by the true
nonlinear system.
For the nonlinear system,

and

1
(Un)nl = - paUl + f2 Iql)Pn

i r PnP*
(ED)nl = 2" lc fl + h Iql ds

(16)

(17)

:vhere C is the portion of the closed boundary of porous domain where Un
IS nonzero.
For the linearized system,

and

1 ap 1
(Un)1 = ----- = ---Pn

pa fo an pafo

(ED)I = ~ rPnP* ds
2JO lc

(18)

(19)

with fo being the linearized (or equivalent) resistance coefficient, an un­
known for the problem.
Equating (ED)1 to (ED)nl and taking approximately Iql~IPn/pafo I, the

linearized coefficient fo is then

1PnP* ds
f _ C
JO - r PnP* d

lc fl + h IPn/ pa fo I s

(20)

This is an implicit equation of fo, the solution of the problem is achieved
by iteration, starting with an initial guess of fo. Since it involves contour
integrals instead of volumetric integrals, Eq.(20) is much more efficient than
its conventional counter part.
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BOUNDARY INTEGRAL ELEMENT FORMULATION
AND NUMERICAL MODEL

In the BIEM numerical model, the velocity potential function <.I> in the
fluid domain D1 bounded by a closed contour C1 and the pore pressure
function F in a porous domain D 2 bounded by C2 can be expressed by the
following two equations, respectively

a<.I>(Xo) = 1 [<.I> (x) ~G (xo, x) - ~<.I> (x)G(xo, x)]ds (21)JCt un un

aF(xo) = 1 [P(x) ~G (Xo, x) - ~P (x)G(xo, x)]ds (22)JC2 un un

where G(xo, x) is a free space Green's function and a is a coefficient de­
pending on the position of the point Xo, (it is 21T when Xo is an interior
point, and the inner angle of the boundary when it is a boundary point);
Xo is a point in the domain of D1nC1 or D 2nCZ and x is a boundary point
on C1 or Cz.
The free space Green's function is

G(xo, x) = In r

where r is the distance between x and Xo and it is

r = J(x - xo)Z + (z - zo)2

(23)

on the x - z plane.
The boundary conditions used for the problem are: the linearized free

surface condition on the free surface, the radiation condition on the two
vertical lateral boundaries and the non-flux condition on the seabed. The
boundary conditions on the common portion of C1 and C2 , i.e., the interface
of the fluid and porous domains, are established based on the continuity of
velocity and pressure.
Discretizing the boundaries C1 and Cz and carrying out the contour

integration over each boundary segment, Eqs.(21) and (22) give rise to two
sets of linear algebraic equations. Solving these equations simultaneously
together with the boundary conditions, the unknowns <.I> , ~~' F and ~~
can be obtained along the boundaries C1 and Cz on a discretized basis (Gu
[2]), if the linearized resistance coefficient fo, which is introduced into the
computation through the matching condition along the breakwater surface,
is known.
The equation for fo is given by eq.(20) and is solved by iterating the

solution process with a guessed initial value. For details of the numerical
model, readers are referred to Gu [2].

NUMERICAL EXAMPLES

The numerical model described above is applied to a porous submerged
breakwater of model scale. The geometric parameters of the breakwater
are: 15 cm high, 60 cm wide at the crest with slope 1:1.5. The stone size
d = 0.93 cm and the porosity n = 0.349. The mean water level is 23 cm



Computer Modelling for Seas and Coastal Regions 65

above the bottom and 8 em above the breakwater crest. The parameters
adopted in the numerical model are: ao = 570, CJ = 1.0 and Ca = 0.46 (Gu
and Wang [3]).
The wave transmission and reflection coefficients f{T and f{R calculated

by the numerical model for different wave periods due to percolation are
plotted in Fig. 1(a) and (b) against the intrinsic permeability parameter R
(logloR). The energy dissipation eD can be obtained by

(1 f{2 }'2)IHleD = - T - \R -8-

It is interesting to note the existence of the minima of f{T (therefore
the maxima of eD)' Such maximum energy dissipation was found to occur
at a permeability where the dissipative resistance (velocity related) equals
to the non-dissipative resistance (acceleration related). The magnitude of
the maximum energy dissipation rate is slightly affected by wave period.
Utilizing the relationship between permeability and particle diameter de­
scribed in Eq.(3), the range of stone size where maximum eD's will occur
can be established to aid design of structures such as breakwaters and gravel
islands.
Experiments were conducted in a wave tank at University of Florida on

a model of same configuration to verify the numerical model. Figure 2 and
3 show the transmitted and reflected wave heights versus the incident wave
heights. The continuous curves are the numerical results. The incident
wave height at which breaking waves were observed is marked in the figure
as the breaking point. For wave heights smaller than the breaking height,
the energy dissipation is solely due to percolation and the numerical model
and physical model agree well in this range. After breaking point, the
energy dissipation by the physical model is significantly greater than that
calculated by the numerical model. This is because the energy dissipation
of the physical model contains the portion due to breaking which is not
considered in the numerical model. The difference between the numerical
results and the experimental data, however, can be viewed as the dissipation
attributed to breaking.

CONCLUDING REMARKS

1. With the formulation of boundary integration, the computation of
wave energy dissipation due to nonlinear percolation can be considerably
simplified. The linearization process using this expression becomes much
simpler and much more efficient, as compared to that of using the conven­
tional volumetric integration.
2. The rate of wave energy dissipation due to nonlinear percolation,

when plotted against the intrinsic permeability parameter R, has a well de­
fined peak for each wave period. These maxima occur when the dissipative
resistance (velocity related ) in the porous structure is equal to the non­
dissipative resistance (acceleration related). The magnitudes of the peak
energy damping are slightly different for different periods.
3. The numerical model results compare well with the laboratory data

for non-breaking waves. Work is being continued to include the energy
dissipation due to wave breaking into the model.
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Figure 1: Predicted transmission and reflection coefficients vs. R for differ­
ent wave periods. (a) Transmission coefficient f{T; (b) Reflection coefficient
f{R
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ABSTRACT
The present study is concerned with numerical and
experimental investigations on wave diffraction
around bottom-fixed, surface-piercing, rigid,
vertical, three-cylinder group of large diameter
situated in constant water depth. The numerical
analysis is based on the first order diffraction
theory. Numerical solutions of the complex velocity
potential and associated wave hydro-dynamic forces
are obtained using two-dimensional finite elements in
the inner domain in combination with infinite
elements in the outer domain which directly satisfy
the radiation condition. The assembly and solution of
the finite element equations are based on the frontal
scheme due to Irons (1). Extensive numerical results
of wave forces have been obtained for the three
cylinder group for various scattering parameters,
wave angular approaches and spacing parameters.
Experiments have been conducted on model cylinders to
verify the validity of the numerical solutions. The
present FEM results and experimental results have
been compared with the other published analytical
solutions. Due to the interference effect the
increase in force on one cylinder due to the presence
of the other cylinders is also presented.

INTRODUCTION

Offshore engineers are concerned with the effects of
diffraction of water waves by large fixed bodies in
the ocean and the resulting diffraction forces and
structural loadings exerted by incident waves on
groups of pilings supporting various types of
offshore drilling platforms. Spring and
Monkmeyer(2) obtained a solution for the interaction



(1)
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of plane waves with three arbitrary rigid, vertical,
circular cylinders at arbitrary wave angles under the
conditions in which the inertial forces on the
cylinders dominate over the drag forces. In this
method a direct matrix solution as well as mUltiple
scattering are used to obtain the velocity potential
in the vicinity of the cylinders. The resulting
potential function is then applied to calculate force
components in the direction of wave advance and
orthogonal to it. Chakrabarti(3) extended the work by
spring and Monkmeyer and presented analytical results
on the wave forces on a three-legged and a four­
legged platform. OhkusU(4) used the method of
mUltiple scattering in which the full scattered wave
field is determined by considering separately each
scattering event within the cylinder group. McIver
and Evans(5) presented an approximate method for the
estimation of wave forces on groups of fixed vertical
cylinders. The method is based upon a large spacing
approximation and involves replacing scattered
diverging waves by plane waves. In this paper, we
apply the finite element coupled with infinite
element method for the solution of the diffraction of
waterwaves by three-cylinder group.

MATHEMATICAL FORMULATION OF DIFFRACTION PROBLEM

The diffraction of water waves around solid
obstructions such as large offshore structures may be
studied using a linear diffraction theory governing
the irrotational motion of an incompressible fluid,
wherein the wave amplitudes are assumed to be small.
Denoting the velocity potential by ~ (x,y,z,t) and
assuming harmonic waves with frequency U)~ complex
potential ~ may be written for the case of constant
water depth as :

'" - -i tilt
~ (x,y,z,t) = Re{¢(x,y,z)e }

in which i = j-1 and Re{ } implies that only the
real part of the quantities inside the bracket has
physical meaning. Then the governing equation in
terms of ¢ may be shown to be:

V 2 ¢ = 0 (2)

where V denotes the three dimensional laplace opera­
tor in the Cartesian (x,y,z) system. At the fluid­
structure interface as well as at the seabed, which
are assume~ to be rigid and impermeable, one has:

a ¢
a n

= 0 on S (3)
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where S is the rigid surface which is assumed to be
stationary and n is normal to the surface S which
includes all solid surfaces. Therefore, only the
scattering problems are discussed herein. In
addition, the free surface boundary condition can be
written as :

a z g
o at z o (4 )

(5)oLim
r-->oo

where g is the acceleration due to gravity. since the
fluid domain is unbounded in the plan dimensions, the
Sommerfeld radiation boundary condition, which
requires the scattered waves to be outgoing, can be
expressed as

By
and
for

where m = (P-l)j2, P being the number of dimensions,- .and ~$ 1S the scattered wave potential.
definit1on, the superposition of scattered waves
incident waves yields the total wave field. Thus
linear waves :

(6)

For the case of bottom fixed, surface piercing,
prismatic cylinders it can be shown that the solution
of Eq. (2) is of the form

¢ = Z(z) ~(x,y) (7)

iw
ry(x,y) ¢(x,y) (7a)

g
Where ~ is a two dimensional complex potential and
the depth transfer function Z is given by :

Z(z) = Cosh k(h+z)jCosh kh (8)

where h is the water depth and k is the wave
which is related to It} by the well known
dispersion relation

number
linear

w2 = gk tanh (kh) (9)

In view of the solution in Eq.(7), the diffraction
formulation in Eqs. (2 to 5) may be replaced by a 2-D
formulation. The Laplace equation in (2) is replaced
by the classical Helmholtz equation:
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(10)

The boundary condition in Eq. (3) reduces to

o on r
an

where the curve r denotes the intersection
structure and the still water surface. The
radiation condition in Eq.(S) reduces to

(11)

of the
general

[
a ¢s ]Lim jr ----- - ik¢s

r-->oo a r
o (12)

where ¢s is scattered part of ¢ [See Eq.(6»). The
reduced governing Eqs.(10 to 12) involving only two
dimensions (x,y) are analytically simpler to handle.

VARIATIONAL FORMULATION AND DISCRETIZATION

The solution of the 2-D diffraction problem in
Eqs. (10 to 12) along with the free surface boundary
condition may be solved in closed form for simpler
geometries. However, for cases with multiple
structures and complex geometries only numerical
solutions are possible. A numerical method for the
solution of the diffraction problem using finite and
infinite elements has been proposed by Bettess and
Zienkiewicz (6). In this approach the problem domain
is divided into two regions. The first one is the
inner domain encompassing the structure which is
essentially the near field region. The remaining far
field is treated as the outer domain. The inner
domain is discretized using finite elements and the
outer domain with infinite elements proposed by
Bettess (7). The infinite elements are formulated
such that they satisfy the radiation condition in
eq. (12). These elements in effect represent the
influence of the far field on the near field
diffracted pattern in a compact manner. In the finite
element analysis over the inner domain the total
potential may be used as the field variable, in which
case the functional for variational formulation turns
out to be

a¢
¢(-----) dr
an

(13)
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where n i denotes a domain in the inner region and
r is the bounding curve. In the outer domain it is
convenient to employ the diffracted potential as the
variable so that the radiation condition may easily
be imposed on the infinite element formulation. Then
the appropriate functional for this domain turns out
to be:

a ct>i
- ----- ct>s dX)

act>i
(-----ct>s dy
ax

(14)
a y

where nO denotes the domain of an infinite element.

Upon minimising the functionals in Eqs. (13) &
(14) defined over a finite or infinite element, as
the case may be, using the Rayleigh Ritz technique
the element equations for both the domains are
obtained. The element property matrices rr.ay be
assembled following the standard procedure to get
system equations in the form

[ -~~~-: -~~~-] {-b
d
--} = {f} (15)

KT12 : K22

where {b} denotes the nodal variables in the inner
domain (excluding those at the interface of the inner
and outer domains) and {d} denotes the remaining
nodal variables. The load vector {f} vanishes except
at the interface nodes. The global equations in (15)
are complex and hence complex arithmetic is used for
solution. A computer programme for the above 2-D
diffraction analysis has been developed which
computes wave induced inline and lateral forces on
the individual cylinders. The programme has been
implemented on IBM 370/155 computer system at Indian
Institute of Technology, Madras. The programme uses
6-noded isoparametric triangular and 8-noded
isoparametric quadrilateral elements in the inner
domain and 9-noded parametric infinite elements over
the outer domain. A typical element mesh used in the
numerical solution is shown in Fig.l.

EXPERIMENTAL INVESTIGATIONS

Experiments have been conducted on three-cylinder
model group (Fig.2) in a laboratory wave flume at the
Ocean Engineering Centre, Indian Institute of
Technology, Madras, to verify the validity of the
numerical solutions. In the present analysis the
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A: 6-NODED ISOPARAMETRIC TRIANGULAR ELEMENT
B.8-NODED ISOPARAMETRIC QUADRILATERAL ELEMENT
c: 9-NODED PARAMETRIC INFINITE ELEMENT

NUMBER OF NODES: 508
NUMBER OF FINITE ELEMENTS. 150

NUMBER OF INFINITE ELEMENTS: 24

FIG.' THREE- CYLINDER DISCRETIZATION.
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following cases (Table 1) with various geometric and
wave parameters have been considered for experimental
and numerical studies on model cylinders. The water
depth, spacing parameter, scattering parameter and
wave angular approach are varied as shown in table 1
both for experimental and numerical studies where S
is the centre to centre distance between adjacent
cylinders, a is the radius of the cylinder and k is
the wave number.

Table 1. Parameters for Experimental and Numerical
Investigation on Model Cylinders.

Case Diameter Water Spacing Range of Direction
of the depth parameter scattering of wave
cylinder parameter propaga-

tion
D (cms) h(cm) Sja ka 6 (deg)

3 CYL. 20
group

50&100 4,5 O.lto
1.6

0,90 &
180

Inline forces on the individual cylinders and
incident wave heights are measured for the various
parameters. The force measurement is repeated by
varying the space between the cylinders and the
orientation of the cylinder group with respect to the
wave propogation direction.

RESULTS AND DISCUSSION

FEM results for the variation of the force ratio R on
the leading cylinder (cyl.3) of the three-cylinder
group for 6=00 and Sja = 4 is compared with the
experimental results in Fig.3, where R is the ratio
of the force on the leading cylinder of the three­
cylinder group to the corresponding force on the
single -cylinder case. Out of the three wave angular
approaches (6 = 00 ,900 & 1800 ) and two spacing
parameters (Sja = 4,5) considered the case with 6=0
and Sja=4 gives the largest increase in force ratio R
1.51 and exhibits marked fluctuations between

maximum and minimum values of R with ka. Agreement
between the numerical predictions and experiment is
satisfactory for all the cases considered. The
variation of force ratio R with scattering parameter
ka for the leading cylinder of the three-cylinder
group is shown in Fig.4 for 6=00 and Sja = 5, which
is typical of some gravity structures. This figure
compares the present FEM results and experimental
results with the approximate analytical solution due
to Spring and Monkmeyer (2) and also with the results
due to McIver and Evans (5). The correlation obtained
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FIG.2 THREE -CYLINDER MODEL (e=cf, S/0;:5)
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FIG.3 COMPARISON OF NUMERICAL PREDiCTIONS WITH

EXPERIMENT SHOWING THE VARIATION OF FORCE

RATIO R WITH ka FOR 5/0=4 (3-CYL.CASE)
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four methods is generally good. The results
exhibit an oscillating trend of the force
with respect to ka, R being maximum at

Numerically evaluated maximum inline and
lateral non-dimensional wave forces on large diameter
three-cylinder groug are graphically presented in
Figs. 5 to 7 for 8=0 , 900 and 1800 respectively for
Sja = 4. In all these cases the results are compared
with the non-dimensional wave force on a 20m diameter
isolated vertical circular cylinder. In Fig.5 it is
observed that the peak inline force on the leading
cylinder for 8=~0 and Sja=4 is about 42 percent
larger than the peak force experienced by an isolated
cylinder which occurs at different ka values, thus
showing the importance of interference effect brought
about by two trailing cylinders. On the other hand
the two trailing cylinders experiences only 6 percent
increase of force over the isolated cylinder value.
Considering the case with 8=00 and Sja = 5 the
increase of the peak inline force on the leading
cylinder is about 34 percent over the isolated
cylinder peak value, the increase being smaller
compared to the case with Sja = 4. Due to the
symmetry of the geometry about x-axis the inline and
lateral forces on the two trailing cylinders are
identical.

For 8=900 and Sja = 4 (Fig.6) the leading
cylinder experiences the highest increase in the
peak inline force of about 31 percent for this case.
For the same case with Sja = 5 the increase in the
peak inline force on the leading cylinder is of the
order of only 21 percent. For 8=1800 and Sja 4
(Fig.7) it is observed that the increase of peak
force on the two leading cylinders over an isolated
cylinder peak force is only about 10 percent.
Apparently the single trailing cylinder has less of
interference effect than in the previous cases with
8=00 and 900 • The peak force on the trailing cylinder
is almost of the same magnitude as that of an
isolated cylinder.

CONCLUSIONS

From the results of this study the following
conclusions are drawn :
i) It is generally observed that the peak horizontal

wave force on an isolated cylinder and on anyone
member of a group of cylinders occur at different
ka values over a given range of scattering
parameter ka. For all the cases studied the peak
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force on the multiple cylinder shifts towards
higher ka value when compared to an isolated
cylinder, in some cases the shift being very
pronounced.

ii) When the spacing parameter s/a for the group of
cylinders is decreased the peak horizontal force
on the leading cylinder increases significantly,
whereas the force on the trailing cylinder is
less sensitive, although marginally larger than
the single cylinder value.

iii)As for the numerical technique used, it has been
found that, for better accuracy, atleast 3 to 4
elements must span half the wave length.

iv) For the three-cylinder case the increase in force
is most significant when one cylinder is directly
in front of the remaining two cylinders for 8=00 •
Out of the three wave angular approaches (8=00 ,
900 & 1800 ) and two spacing parameters (S/a = 4
and 5) considered, the interference effect is
severe on the leading cylinder of the three­
cylinder case for 8=00 and S/a = 4. For this case
there is 51% increase in force on the leading
cylinder compared to an isolated cylinder at
ka=O.65 (Fig.3), whereas the increase in peak
force on the leading cylinder when compared to
the peak force on an isolated cylinder is 42%
(Fig.5). This obviously brings out the
predominant interference effect on the three­
cylinder case.
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ABSTRACT

In this work, the performance of a submerged breakwater consisting of

a submerged horizontal plate was investigated, using a numerical model

capable of treating arbitrary free-surface configurations, including

breaking waves. It was found that for the given conditions of incident

waves, breakwater dimensions, and placement, the device has a

hydrodynamic efficiency of 0.75. The mechanisms responsible for this

high efficiency were clearly identified. The computed vertical wave

loading on the structure was much higher than linear estimates

predicted. The results of the present study are part of a research

program on the coastal protection works for the Barcelona 92 Olympic

Marina. Some future developments are also briefly discussed.

1. Introduction.

The Olympic Games of Barcelona 92 will be a major world event. This

fact is reflected in the extensive coastal protection works presently

being built at the Olympic marina (Barcelona) in the coast of Catalonia

(Spain). Since the coast of Catalonia is plagued with erosion problems,

the organizers of Barcelona 92 turned their attention to the possibility

of using alternative shore protection structures which lower the wave

height significantly without disrupting the sediment balance.

A submerged horizontal plate is an example of these alternative
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devices, which for certain conditions of incident waves, and placement,

can be very effective (Guevel et aI., [2]). However, the use of

submerged breakwaters in coastal protection has been precluded by

several difficulties. First, the performance of the device is strongly

dependent on the ratio of the wave length to the plate length, relative

immersion of the plate, and even the thickness of the device.

Secondly, the hydrodynamic loading on the structure may be very

strong, requiring expensive construction to avoid collapse.

The purpose of this work is to evaluate the transmission

coefficient, the hydrodynamic forces, and the qualitative

characteristics of the flow around a submerged breakwater with a scale

of 1/20 relative to the device proposed for the Barcelona Olympic

marina, using a numerical model capable of treating strong wave

deformations before and after breaking. Wave flume experiments of

the reduced model were available for comparison. The mechanisms

responsible for the efficiency of the submerged breakwater were

clearly identified. It was found that the transmitted waves were

irregular, even though the boundary conditions for the incident waves

were periodic. The numerically computed transmission coefficient was

very close to the experimental value. The numerically computed wave

loadings were much higher than suggested by simple linear estimates,

with significant implications for the structural design of the device.

2. Problem definition.

The problem is sketched in Figure I, where Hi is the height of the

incident waves; H r is the height of the reflected waves; H-e is the

height of the transmitted waves; h is the still water depth; Zp is the
immersion of the top face of the plate; ~ is the thickness of the plate;

and Lp is the length of the plate. The efficiency of the device as a

wave attenuator is due to three mechanisms (Kojima et at. , [3]). The

first is the interaction between the waves passing over the plate

(region II) and the flow underneath (region IV), which results in more

or less strong reflections (region O. The second is wave breaking and

turbulence production, as the incident waves are suddenly intercepted
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by the plate. The third is wave disintegration due to nonlinear effects

(region III). The relative importance of these factors is strongly

dependent on the conditions controlling wave propagation (height,

period, and depth) for given breakwater dimensions and placement. Also,

strong hydrodynamic loadings are to be expected, since the disruption

of wave orbital motion by the plate is accompanied by strong

accelerations in the fluid, and by significant frictional forces (causing

decay of wave momentum and energy). A qualitative and quantitative

determination of the hydrodynamic behaviour of the plate requires a

numerical model which is able to treat strongly distorted waves, during

and after breaking.

Figure 1. Definition sketch for the submerged breakwater problem.

3. Theoretical formulation.

The numerical model used in the present study is based on the two

dimensional Navier-Stokes equations for incompressible flow, together

with an additional equation which defines the fluid configuration

(Nichols & Hirt, [71; Nichols et a1. , [8]):

of jat+'V o(iiF) =0

(1)

(2)

(3)
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where y=(u, w) is the velocity vector, if> =plp is the kinematic

pressure (pressure divided by constant density), v is the kinematic

viscosity, i=(O, -g) is the acceleration due to gravity,

V == (a lax. a laz), and F(x,z,t) is a volume-of-fluid function whose value

is I for a point inside the fluid and 0 elsewhere. Hence, the average

value of F in a computational cell is equal to the fractional volume of

the cell which is "wet". Cells with F=l are full of fluid, and cells

with F =0 are empty. Cells with values of F between 0 and 1 contain a

free surface. In this way, free surfaces with arbitrary time-dependent

configurations can be represented efficiently in numerical algorithms

for incompressible fluid dynamics. Equation (3) states the Lagrangian

invariance of F, in an Eulerian representation.

The governing equations are solved by a finite-difference

method, using a stretched, and staggered, cartesian grid. The momentum

equations are advanced in time using an explicit scheme with third­

order spatial accuracy for the convection term. The continuity

equation is solved using a pressure-velocity iteration method. The

volume-of-fluid advection equation is advanced in time using the

donor-acceptor flux approximation introduced by Nichols and Hirt [7],

which avoids the smearing of the interface resulting from the

computation of convective fluxes in Eulerian difference schemes, while

maintaining stability and overall volume conservation.

The free surface is identified as the transition between fluid­

occupied and void regions. In cells containing a free surface, the

appropriate boundary conditions are imposed. The numerical algorithm

is able to treat any surface configuration, including overturning and

broken waves, without restrictive approximations. Internal obstacles

can be defined by blocking out any desired combination of mesh cells.

Further details of the numerical model can be found in Lemos [4, 5].

4. Numerical results.

The physical parameters used in the numerical simulations were chosen

to match a 1120 scale model of the breakwater for the Barcelona 92
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Olympic marina, which was tested in a wave flume by Oceanide, France

(unpublished report). The water depth was specified h=50 cm. The
dimensions of the plate were length Lp =80 em, and thickness ~ =5 cm.

The immersion of the top face of the slab was zp=7.5 cm below the

still water level. The plate was positioned in the middle of a

computational domain 13 m long and 0.75 m high, leaving a distance of

approximately 3 wave lengths free on either side of the plate for

allOWing the reflected and transmitted waves to stabilize. The

computational domain was discretized using a mesh of 250 by 30 cells.

The molecular viscosity was set to v=10-~ m2s-1 to ensure stability,

the acceleration due to gravity was ~ =9.81 ms-\ and the time step

was t.t=10- 3 s. At the left boundary, periodic waves with period 1.4

seconds and height 12.5 cm were generated by specifying the velocity

components and the water level according to second-order Stokes

theory. Around the slab, free slip boundary conditions were imposed,

due to the impossibility of solving the details of the boundary layer

with the finite difference mesh used. This choice rules out the

calculation of the frictional drag originated in the boundary layer

around the slab. However, since in prototype conditions the flow will

be turbulent, the drag forces will not follow the Froude similarity, and

thus the drag computed in the reduced model cannot be extrapolated to

prototype conditions.

Figure 2 shows two "snapshots" of the velocity field, separated

by one half of the wave period, for fully developed flow conditions.

The first of these (top) shows vigorous breaking of an incident wave

coming from the left, after being intercepted by the plate. There was a

massive plunging jet, striking the thin layer of fluid above the plate

left by the passage of the previous wave. Near the end of the plate, a

strong vortex was observed. Associated with the flow around this

vortex, a small wave propagating to the left was formed near the end

of the structure. The collision of this reflected wave with the

incident wave greatly enhances dissipation of the incident wave

energy. This feature was clearly observed in video recordings

(unpublished) of the physical experiments. The second picture (bottom)

shows the same wave after passing by the structure. Nonlinear
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deformation was violent, and the vortex system was replaced by a

massive surface shear layer with very high fluid velocities near its

"bump". Although the height of the transmitted wave is still relatively

high, the flow in the transmission region was highly rotational (Figure

3). Hence the transmitted waves are subject to strong dissipation, since

the rate of dissipation is proportional to the viscosity times vorticity

squared.

T =18.20

T =18.90

'\. .. __ " ~ ~ ~"-'~ ..r--~__.~~~;:~
. ----- ._---. ... ---_ ... ,,'

[!; ~ ~ :~~-= ~ :: : : : : : : : : : : : : : : : : =;'!?'7~: .:::: ~ ~ ~...... , ,,- - - - - - .. , , .. . . . . . . . . - - - . ... ,

0.10 0.20 0.40

Figure 2. Velocity field near the submerged plate.

The flow under the trough of the transmitted wave generated a

suction jet at the front of the plate, and a clockwise vortex

underneath. These localized jets and vortices also contribute to

dissipa tion.
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Figure 3. Vorticity contours around the submerged plate.

Figure 3 shows the corresponding vorticity contour plots, i.e.

w=~Xu for t=18.2 s (top) and t=18.9 s (bottom). The highest values

of Iwl were concentrated in the regions of high shear, as expected.
Other concentrations of vorticity, either positive or negative, showed

up in regions where counterclockwise or clockwise vortices were

observed in the velocity plots. In regions where the flow was nearly

irrotational, the vorticity was small and spatially uncorrelated. The

vorticity plots also reveal that free-slip conditions were effectively

used around the plate, otherwise vortex sheets would have been

observed. Thus, for the purpose of realistic calculation of the

horizontal drag force, it is necessary to refine the mesh near the plate
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and specify a no-slip or partial-slip (law-of-the-wall) condition. But in

this work the interest was mainly concentrated on the vertical forces

(see § 6). The numerical results indicate that breaking and breaker­

induced vorticity and dissipation are the main agents responsible for

the hydrodynamic efficiency of the breakwater. There is some

reflection at the end of the plate, but this appears to be originated by

the pulsating vortex structure in the transmission region, rather than

by interference between the flow above and under the plate. The

calculation here reported was performed in an IBM-PC 386 computer

running at 33 MHz.
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Figure 4. Time history of the water surface elevation near the right

boundary.
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Figure 5. Power spectral density (PSD) estimator and RMS amplitude of

the transmitted waves.

5. Transmission coefficient and hydrodynamic efficiency.

Figure 4 shows the time history of the water surface elevation, taken

at the center of the column of computational cells near the right

(radiative) boundary. It is observed that, due to nonlinear effects, the

transmitted waves were irregular, even though the boundary conditions

for the incident waves were periodic. The (RMS) amplitude was

determined by taking the periodogram of the data in figure 4 using

standard FFT routines, and using Welch's window to minimize leakage
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(Press et a1. , [I 0)). Figure 5 shows the power spectral density (PSD)

estimator and RMS amplitude of the transmitted waves. The

transmission coefficient was

C =(0.0314)2""'025
t 0.0625 .

and the efficiency of the device was

E = 1 -C t "'" 0.75

This efficiency could be expected in view of the strength of the

breaking. The experimentally observed value (Oceanide, unpublished)

was 0.79 (Ct; ""'0.21).

6. Wave loading.

In this work, the interest was mainly concentrated on the vertical

force exerted by the flow on the plate. The vertical force was

calculated using the following formula

fLp
Fz = ° {(p - pgZ)bot;tom -(p - pgz)top} dx (4)

Le. only the dynamic pressure is taken into account. Due to the

structure of the staggered mesh, the integral was evaluated most

simply using the midpoint rule. Figure 6 shows the variation of the

total vertical force, which is the relevant parameter for the design of

the submerged breakwater, was found to be nearly 400 N/m, and typical

peaks had a value - 280 N/m. These values are 38 and 27 times higher

than the linear estimate (e. g. Dean & Dalrymple, [I)):

F z = p:2 sinh(k ~)sin(kL{) ~~ (5)

where p is the water density, ~ is the wave number, and aw/at is

evaluated using linear theory. This is not surprising, for the linear

estimate does not take into account the added-mass inertia force and

the vortex drag force (Lighthill, (6)), which on a physical basis are
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seen to be dominant in this situation. The large vertical wave loadings

have a significant impact on the structural design of the device.
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Figure 6. Time history of the vertical force on the plate.

7. Conclusions and future developments.

The hydrodynamic efficiency of a breakwater, consisting of a

submerged horizontal plate, was investigated using a numerical model

capable of treating breaking waves. It was shown that dissipation of

wave energy by breaking and by vortex motion is the key factor

responsible for the efficiency of the device, and not other mechanisms

that have been proposed in previous studies. The computed

transmission coefficient was 0.25, in fair agreement with the value

found in physical experiments. The computed vertical forces were

rather large, with peaks of up to 40 times higher than predicted by an
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approximate linear theory.

Some improvements now under way are: implementation of a new

boundary condition around the plate, possibly using the capability of

the model for representing turbulence effects (Lemos, [4, 5]); estimation

of the reflected component using a special version of Orlanski' s [9]

technique; irregular wave input, to determine more realistic peaks of

wave heights and loading; and a parametric study of the transmission

coefficient and wave loading for different periods and relative

immersions of the plate.
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Numerical Modelling of Wave Field in
Harbours Using Boundary Element Method
M.N. Anwar, M. Sayed
Department of Engineering Mathematics,
Faculty of Engineering, Alexandria, Egypt
ABSTRACT

The boundary element approach is implemented to investigate the
nature of wav~ field inside harbours. The problem is
mathematically formulated within the context of linear theory.
Numerical results are obtained using constant elements for the
case of an idealized circular harbour and for a more general
practical situation.

INTRODUCTION

The adequate engineering planning and development of harbours
is a subject of great importance. The environmental impact
assessment of suggested coastal structures or other
engineering development activities in harbour facilities is
one of the major issues that affect the final decision making
regarding approval of such designs. A first step toward
achieving this goal is to develop an efficient and flexible
tool to analyse the wave pattern within the study area.
Although physical modelling has its own merits but for
financial reasons such an approach may not be implemented without
severe limitations. Numerical modelling, on the other hand,has
been well established as a powerful approach to investigate
several coastal engineering problems. Among the numerical
methods that has attracted the interests of many authors is
the boundary element method. This is due to its evident
numerical efficiency, flexibility and convenience for the
investigation of engineering problems. The method has been
successfully implemented to analyse a number of coastal
engineering problems, among these studies, we mention the work
of Ijima and Youshida [4) , Grilli and Lejeune [3], Dermiral
[2), and Mansur and Brebbia [6) .

The present paper is concerned with determining the waves
response and the amplification nature of surface gravity waves
entering a harbour of almost uniform depth but with general
geometrical configuration. The problem is mathematically
formulated assuming that the motion is irrotational and the
fluid is taken as an inviscid incompressible one. The solution
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is developed based on boundary element formulation using
constant elements for an idealized circular harbour and for a
practical case representing an existing harbour in Alexandria
Egypt.

MATHEMATICAL FORMULATION OF THE PROBLEM

The fluid is assumed to be inviscid and incompressible.
Cartesian coordinates are used with x, y axes are horizontal
and z axis vertically upwards. The governing equations are
given by

The

The
assuming

V
2

1f> 0 in the fluid (1)

a 't
~I

} on

(2)a t a z z-O the free surface

1 ~ (3)'t = -
a t Iz- og

last two equations can be combined to give

~ + g ~ = 0 at z - 0 (4 )

at
2 a z

boundary conditions to be satisfied at the bottom
the water to be of uniform depth hare

U I - 0a z z--h (5)

Ua n - 0 on the fixed solid boundary (6)

surface elevation and g iswhere 't(x,y;t) is the free
gravitational acceleration.

Since water depth is uniform, we can introduce
velocity potential If> in the form

the

the

If>(x,y,z;t) =
1101

l/J (x,y) Z(z)
-lvt
e (7)

The boundary condition at the bottom given by equation
(5) becomes

dZ I 0 (8)dz z--h =

Substituting the above expression of If> into Laplace's equation
(2), we get

Two dimension helmholtz equation, and
dZ 2
dz - K l/J = 0

(9)

(10)
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where K is the wave number. The solution of equation (10)
satisfying the boundary condition (8) can be written as

Z(z) = B cosh (K(z+h» (11)

where B constant to be determined.
After substituting from (11) into (7) the velocity

potential ~(x,y,z;t) will have the form
B -lwt

~(x,y,z,t) = iw ~(x,y) cosh K(z+h)e (12)

Since the solid surface is parallel to z axis, then by
using equation (12), the boundary condition (5) can be written
as

that at infinity, the influence of the
and that I/J(x,y) is equal to I/Jo(x,y) which

We
harbour

a I/J -0
a n

can assume
is minimal

on the fixed solid (13)

is given by

~o(x,y) = cos (Kx cos l3)e 1ky lin 13 0<13<11 (14)

where I/Jo is a straight crested standing wave with the crest

inclined by an angle 13 to the shore line.
The problem now is to find the solution of the equation

(9) that satisfies the boundary conditions (13) and (14).

INTEGRAL EQUATION FORMULATION

The scattered wave caused by the
of the harbour can be written in the
as

presence of the boundary
form of contour integral

I/J(x,y) = Jf(X"y,) G (x,y;x"Y,)ds

s
where f(x,y) is source function that depends
condition given by equation (13), Carrier and
Green's function is chosen to be such that

G( ) 1/4 1.. H' (KR)x,y;x, 'Yl = - 0

(15)

on the boundary
Pearsm [1) . The

(16 )

R =~(X_X,)2 + (y_y,)2 (17)

1
and Ho (KR) is a Hankel function of the first kind.

Since disturbance due to the harbour at infinity 1.S

vanishing, thus the solution of equation (9) can be written as

I/J (x,y) = I/Jo (x,y) + Jf(X, 'Yl) G (x,y;x 1 'Yl)ds (18)

s
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(19)
G (x,y,x, ,y,)dS]=O

the boundary

aan If(X"y,)
lim [a 1/1 0 (x,y) +

, o,n
x,y~ x .Y

Since H~ (1m) is singular for a small value of the argument,

the following limiting relation is used

At any point (x' ,y') on

(20)1 KR
2 n ln ( "21 i H

o
' (KR)'4

as KR ' 0
We consider the path of the integral to be along the

boundary except at the point (x' ,y') where the contour is
deformed into a small circle of radius c.

Hence the equation (19) can be written as

ai/Jo a [ ]a n (x' ,y') + lim an f(X, ,y,) G (x,y;x, ,y,)ds - 0

x,y.--.
,
• • y

ai/Jo (x',y')+a n

lim

x,y---+

If(X"y,) Gn(x',y';x"y,)ds +

S

I

f(X ,y ) Gn(x,y;x ,y )ds - 0, , , ,
, , s
•• y

(21)

From equation (20) as R ---- 0 , it follows that,

lim ~ f(x' ,y':I ~ R ln (~ ) R d8=1/2 f(x' ,y')
R- 0 n o

Thus equation (21) can be written as Liggett (5)

ai/Jo I 1an (x' ,y')+ f(x"y,)Gn(x' ,y' ;x, ,y,)+ '2 f(x' ,y' )=0
s

(22)
where

G (KR)
n

1
"4 (23)

R=j(x'-x), z z
+ (y'-y,) (24 )

NUMERICAL SOLUTION

It is clear that the solution rp(x,y) for equation (9) is
contingent on generating a solution for f(x,y) in equation
(22). This is achieved numerically by dividing the boundary S
into finite number of elements N defined by a fixed number of
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nodes. The source function in each element is approximated by

f(x,y) = L N.(x,y) f. (25)
1 1

Where N; (x,y) are the shape element functions and f
i
are the

unknown nodal value of f(x,y).
Substituting equation (25) into equation (22) we get

arpo (x ,y ) + L L f Je (KR.)N.(x,y) ds + i f
i

- 0
an Ii ei in 11

I
2 2R - (x -x) + (y -y )

I J i J I

Equation (26) may be written in the form
M

L alJ f
J

b l 1- 1 to N
J-'

for constant elements case, we have

(26)

(27)

(28)

b = ­
I

a =
ij

.!. 0
2 Ij

(29)

(30)

0lj is the kronecker delta. Equation (28) is the set of N

linear algebraic equations in N unknown f., 1- 1 .....N.
1

These N algebraic equations can be solved to give the
source distribution function f(x,y) at the N points of the
boundary S.

We can now define the wave amplification factor A at pint
one the plane Z=O to be equal to the ratio of the maximum
wave height at that point to the maximum wave height at
infinity.

From equation (4) and (12) the surface elevation .(x,y,t)
can be written as

.(x,y;t) = (l/g) B cosh (Kh) rp(x,y)

1.1 =(l/g)B cosh (Kh)lrp (x,y)1
•• x

-iwt
e (31)

(32)

From equations (14) and (31) it follows that

.0= O/g) cosh (Kh) cos(Kx cos (3) e-I(wt+k lin fJI

I. I =O/g)B cosh (Kh)o .u

(33)
(34)



102 Computer Modelling for Seas and Coastal Regions

and hence

A (35)

NUMERICAL RESULTS

To illustrate the implementation of the
solution discussed above the following
considered. The procedure was implemented
using a double precision pascal.

Case (1) : Circular harbour

boundary element
two cases are
on a VAX system

In these case the idealized circular harbour shown in
figure (l) is considered. The boundary has been subdivided
into 20 elements figures (2)-(3) give the graphical
representation of the variation of amplification factor A
against certain point on the boundary. Maximum amplification
occurs at the points in between G and H and at points in their
neighbourhood. When y is increased from n/3 to n/4 maximum
amplification occurs in the same region. But the corresponding
value of A are higher. Figure (4) shows the value of A at a
specific point G for a large range of values of K. Figure (5)
shows the calculated values of A inside the harbour, there is
an increase in the value of A as X increases, and no change in
the value of A as Y is changed. Outside the harbour A is
approximately constant.

Case (2) : A practical existing harbour

In this case we consider the Eastern harbour in
Alexandria city, Egypt. The geometric configuration of this
harbour as shown in figure (6). The boundary element approach
discussed in this paper has been implemented to obtain the
nature of waves amplification within the area. Results
obtained are graphically displayed in figure (7) some point
inside the harbour.
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Figure 1. Geometric configuration of a circular harbour.
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Figure 2. Frequency response of different point of
the harbour for different values of k
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Figure 3. Frequency response of different points of
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Figure 6. Geomertric configuration of Alexandria harbour.
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ABSTRACT

The aim of this researchwas the forecasting ofwave spectra under storm
conditions in La Plata River. Since this phenomenon is heavily dependent
upon the water levels where the waves propagate the computation of the
storm surge levels throughout the river basin had to be made prior to the wave
forecasting. For this purpose a two- dimensional modelling ofwind-induced
currents and levels was carried out. Calibration with field data to adjust the
friction coefficientwas done. Later on, wave spectra generation and propaga­
tion for different locations within the river was computed using an uncoupled
numerical model. This model was also calibrated and checked against field
data. Despite of the simplicity of the model itself, the results agree very well
with records obtained under storm conditions.

INTRODUCTION

The La Plata river is a largewater body connected to the AtlanticOcean.
It is 290 Ion long and has a width ranging from 40 Ion upstream to 220 Ion at
the mouth, as seen in Figure 1. In addition to these large dimensions a
particular feature of this river is its shallowness: on 75% of the basin surface
depths smaller than 7m can be found.

This study started in 1988 with the aim of investigating the wave
characteristics at selected points of the river caused by severe storm surges
that are regularly caused by E and SE winds blowing from the ocean.

Since the characteristics of the waves reaching a certain zone do not
only depend upon the initial conditions of the wave field but also on the water
depths along the paths of the incoming wave rays, a previous estimation of
these depths had to be made. This is particularly important in La Plata river
due to the tremendous variation of the depth field in the middle and upper
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zones of the river produced by intense wind action as said in the previous
paragraph. To provide just an idea of the influence of this phenomenon, it is
possible to find storm surge records of up to 4m in certain cases, in addition
to the astronomical tide levels. Taking into account the mean water depth of
the basin this effect cannot be disregarded. In fact, a thorough modelling of
the level field is as important as the thewave modelling itselfdue to the causes
mentioned above.

Therefore, a two-dimensional modelling to reproduce the current and
levelfield was developed; by this means the astronomical tide effect could be
studied and also the storm surge effect could be simulated for different wind
directions and intensities. This model was calibrated with field data so that
to insure a reasonable accuracy of the simulations. These data were obtained
from tide level meters at coastal stations along the river basin in both
Argentina and Uruguay. This was a particularly useful step with regard to the
level field reproduction due to the large horizontal dimensions and shallow
depths of the river basin. In such a situation, the turbulent bottom friction
plays a dominant role in both the current-level and wave computations, for
this reason the friction coefficient must be very carefully evaluated if a
reasonable reproduction is desired.

SIMULATION OF THE ASTRONOMICAL TIDE

This step of the research was made using a numerical model that solves
the depth-integrated, time-averaged Navier-Stokes equations:

(2)

(3)

(1)_! apn _ a17 +! Tnx - Tbx + A [a
2
U + a

2
U

r
pax gax P h+17 u ax2 aT

_1. apn _ a17 + 1. Tny - Tby + A a2v + a2v
pay gay p h+17 v ax2 ay2

E!l + a[U(h+17l + a[V(h+17l = 0
at ax ay

where U and Vare the depth-averaged current velocities, 17 is the free surface
elevation, h is the mean local depth,fc is the Coriolis force and Tni and Tbi are
the wind and bottom stresses respectively. This equation system was dis­
cretized by anADInumerical scheme. To carry out the model calibration, the
following steps were undertaken:

1.- A line passing through the cities of San Clemente (Argentina) and Punta
del Este (Uruguay) was adopted as the river's outer limit, as shown in
Figure 1. This was done so because the storm surge effect beyond this
limit can be considered negligible as comparedwith the astronomical tide
effect.

2.- This line represents an outgoing open boundary of the numerical model
where it is neccesary to define the water levels in the course of time. This
condition was therefore provided by the astronomical tide levels calcu­
1ated by means of the tidal constituents at both locations. A linear
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interpolation ofwater levels along this linewas then assumed to complete
the formulation of this boundary condition.

3.- Three ingoing open boundaries were defined in coincidence with the
m~jor tributaries ofLaPlata river, namely: the Pa~anade las Palmas (3630
m Is, direction 20', Parana GuazU (12,870 m Is, direction -56Q) and
Uruguay (6,900 m Is, direction 225Q) rivers for which a mean annual
discharge and incidence direction were adopted.

4.- A water depth gridwas then prepared based on existing surveys ofthe river
basin.

The calibration process consisted basically in modelling the astronomi­
cal tide adding the incoming flow of the tributaries and carrying out an
adjustment of the bottom friction (Chezy coefficient) in a way such as to get
a good correspondence between the computed and predicted levels. To
simplify the computations, a constant friction coefficient was adopted for the
whole river basin. A careful analysis on the real value of this coefficient was
made, values currently cited in the literature could not be used because of
the special features of this river. Values provided by the river engineering
experience shown dissimilar results due to the fine sediments of the bottom,
on one side, and the lack of knowledgde of the bedforms on the other side.
Based on this analysis and preliminary runs of the model it was concluded
that a constant value of C = 115m I /2ls would provide the best agreement.

Some results of the calibrationprocedure can be seen in Figure 2where
the predicted (by harmonic analysis) and computed astronomical tide levels
at the Montevideo and Buenos Aires stations have been included. As seen
there, there is a good coincidence in the amplitude and phases of both levels.

Once the friction coefficient could be determined, the modelling of
astronomical tide and flow discharge of the tributaries was made, later on,
wind action was added. All the driving forces were gradually included in the
modelling process during an initial, short, time of the process to avoid the
generation of gravity waves caused by an instantaneous driving force.

A special consideration deserves the available wind data for this study:
at first, the Hydrographic Survey ofthe Argentine Navy provided an estima­
tion of the wind fields on the whole region for the selected storms based on
coastal measurements which proved to be of very low intensity to generate
the recorded storm surges and waves. Therefore, the authors decided to use
a wind field characterized by a constant speed and direction. Even so, an
analysis based on synoptic weather charts had to be made in order to select
storm situations duringwhich such a constancy could be reasonable. This was
especially important for the wind-wave forecasting carried out later.

A wind speed of 10 mls was used in coincidence with the E and SE
directions and resulting current fields corresponding to the final time of the
simulation can be seen in Figures 3 and 4; the isolines ofwater levels can be
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observed in Figures 5 and 6. These level fields were then used in the study of
wave generation and propagation throughout the river basin.

FORECASTING OF WIND-WAVE SPECTRA

The method used to compute the generation, dissipation and propaga­
tion of wind-wave spectra has been extensively been studied by Collins [3]
and Cavaleri et a1.[2]. It consists essentially of solving a steady- state equation
such as:

c; .VS = Sg + Sfr (4)

where Sg and Sfr represent the wind generation and turbulent bottom friction
terms respectively, S is the spectral density and cg is the wave group velocity.
The wind generation term can be, as usual, be represented by means of the
Philips and Miles generation mechanisms so that, if k is the wave number:

Sg = a + f3 .S(k)

The bottom dissipation term, according to Collins [3], is:

Cf • g . k . cg • S(f) .D«()
2lC . 0 2 . cosh(kh)

(5)

(6)

where Cf is the friction coefficient, is the mean wave velocity at the bottom,
S(f) is the spectral densi ty at frequencyf andD(() is the directional spreading
function adopted as a function of cos48 in this case. The friction coefficient
was evaluated with a formulation given by Swart(1978). S(j) was represented
by means of the JONSWAP formulation while energy saturation was
modelled as suggested by Philips (1957) in the following way:

Ssat = 0.073 t .0-5 . S(6)
8

S(o) = "3lC. cos4(o)

(7)

(8)

where S(o) is due to Barnett [1]. This saturation limit is then the maximum
which a particular wave frequency can attain. For this reason a truncation
factor, fl, for the spectral growth mechanism is defined as follows:

(9)

In practice, this is a simple model which carries out the accounting of
all the energy packets transported by the wave travelling along the different
wave rays arriving at the point under consideration. Summation of all the
wave packets for each frequency gives then the spectral density contribution
to the whole spectrum. A further summation of the remaining frequencies
gives finally the final spectrum. This is an uncoupled modelling technique due
to the fact that each wave ray corresponding to each frequency behaves
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independently of each other; therefore, non-linear wave interactions cannot
be modelled. It simplicity however makes it very attractive for practical use
since it can be even used on a personal computer.

Due to the large distances involved in the computations, the
phenomenon become friction-dominated, therefore a calibration stage had
to be made in order to find an optimum value of the friction coefficient. Two
values ofCfwere tested, 0.005 and 0.01, the latter being currently cited in the
literature. The results showed however that a Cf =0.005 provided better
results due to the large distances travelled by the wave rays, shallowness of
the river basin and the fine-grained bottom sediments. Wave spectra
measured by a buoy at the port of La Plata in 1985 were used to check the
validity of the computations.

A previously developedwave refractionmodel was used to compute the
wave rays for five different locations within the river, namely: the ports of
Buenos Aires and La Plata, the Oyarvide Tower and Lightering Zones A and
B as shown in Figure 1. Examples of waves irradiated from the port of La
Plata and Lightering Zone A can be observed in Figures 7 and 8. Results of
the forecasting have been included in Figure 9 where one may see the good
coincidence between the computed and measured spectra at the port of La
Plata. It is worthy to be noted that, despite of the selection of the appropriate
friction coefficient, this acts only as a sort of "scaling" of the whole spectrum
because the peak frequency remains practically constant for a much different
value of this coefficient. The shape of the spectrum can be also reproduced
fairly well. The difference in the high frequency range are due to the lack of
modelling of these frequencies since they are not important for engineering
purposes. The low frequency range of the measured spectra instead can be
mainly attributed to transmission noise.

Itmust be pointed out that a steady state of the water levels in the river
was considered in this modelling. This simplifying assumption arises from the
fact that the duration of the selected storms was longer than the travelling
time of the main spectral constituents.

CONCLUSIONS

As one would expect, the numerical forecasting of the wave spectra at
five different locationswithin the La Plata river basin showed increasingwave
heights and decreasing peak frequencies with an increase of the wind speed.
This general result holds for each separate location.

Comparing the results from different locations, it can be observed a
strong filtering effect caused by the bottom topography of the river basin on
the wave rays which are able to arrive at each one of them. Therefore, the
upstream locations exhibit much smaller wave heights and peak frequencies
than those located at the outer part of the river. Here, of course, there are no
restrictions imposed by either the bottom friction effect or the coastlines as
found in the inner part of the river.
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An interesting result found in this study is that the most severe wave
conditions are not those coincident with SE winds but they are produced
instead by E winds. This phenomenon is surely due to a slightlymore efficient
"piling up" effect of the water body of the river when winds blow from the E
direction that provide also somewhat deeper depths than SE winds do.
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On the Calculation of Extreme Waves and
Design Waves for Designing Coastal
Structures
R. Bilgin, T. Cam
Department of Civil Engineering, K aradeniz,
Technical University, 61080 Trabzon, Turkey

ABSTRACT

The hindcast study of extreme wave conditions at the

sites of Ordu - Giresun, Trabzon and Hopa of the

Eastern Black Sea coast of Turkey is described. The

average hourly wind speed values observed at the

meteorological stations and extracted from the

synoptic weather charts prepared periodically for

weather forecasting are used to predict waves by the

method of 5MB (CERC [1]). Then, the Extreme Value

Type I (Gumbel) distribution has been applied to the

annual maximum waves, consequently the extreme waves

with various return periods are estimated. Among the

results the estimates made by using the synoptic data

showed higher values about 1.5 to 3 times, than those

of the meteorological stations.

INTRODUCTION

The growing importance of the coastal and offshore

engineering structures requires estimates of extreme

wave climates and in particular reliable design

criteria and of the environmental information. This

task is ideally realized by analysing long time
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series of

these are

derived.

the parameters of interest,

not available, other means

but,

have

where

to be

Around the coasts of Turkey wave measurements,

one of the most critical parameters for the design of

a sea structure are sparse, especially at the coasts

of the Black Sea are almost absent. The availability

in the same region of reliable meteoroligal data

during the last 50 years allowed us to make use of

the hindcasting technique.

In obtaining the reliable estimates of extreme

waves there are various methods developed among which

to choose the most appropriate one and the

distribution is the main topic of interest. Besides,

there are not any strict principles or standards to be

obeyed by the design engineer for coastal structures.

The risk or encounter probability that during its

lifetime a structure has to face conditions beyond

some predetermined limits is closely related to

return period of the design wave as follows :

E
p

1 L1 - (1- - )
Rp

(1)

where Ep indicates risk, L lifetime(year), Rp return

period(year). The common principle is that return

period of design wave varies with the functions and

the coasts of the structure. For example, a design

wave with return period of 25 years is reasonable for

designing a rubble-mound coastal protective structure

but for a breakwater of a large port, a design wave

with return period of at least 100 years has to be

projected (Muir and El-Shaarawil2]).
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METHODS OF WAVE PREDICTION AND THE DESIGN WAVE

Sea waves have the most complicated processes in nature

so that it is extremely important to define

characteristics of the waves and the functions of the

structure to be built. There are two main approaches

to define the mathematical structure of complex wind

waves : Determination of probability distributions of

wave parameters and of the power spectrum. As stated

above, because of the scarcity of wave measurements

in Turkish coasts it has not been examined and tested

for observed probability distribution of wave

parameters whether they are adequately fitted to the

theoretical distribution or of the power spectrums to

the theoretical models spectrums (Ozhan£3J).Therefore

a hindcast study of extreme wave conditions is done

to predict the des~gn waves.

The methods of wave prediction in coastal

engineering practice may be grouped as follows :

a) The methods of prediction of statistical wave

height and period; namely the significant wave height

(Hl/3) and significant wave period (T1/3) which are

determined from the observational figures

(Breitschneider£4J, Favey£SJ).

b) The methods of wave power spectrum A

relevant model of a power spectrum is chosen first,

then by applying to the wave data, power spectrums of

the waves, significant wave heights and periods are

calculated (Silvester£6J).

In this study the significant wave concept is

considered.

Significant wave height and period

Significant wave height is defined as the average
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height of the one - third highest waves and it \"as
about equal to the average height of the waves as

estimated by an experienced observer. The significant

wave period is similarly defined as the significant

wave height.

Statistics of the extreme waves

In this study, Extreme

used for estimating

distribution function is

Value Type I distribution

the design waves.

as follows:

is

The

F(H
I
/3) = e2\.'"P [ -e-A(HI /3-B) .1 ( 2 )

A
11"

B
llH I/3 - *0H 16 y 0.5772 ( 3 )

1/3

1
n

!JH
1/3

HJ /3 N
E (H I /3\ ( 4)

i=l
n

°
I .E [(HI/3)i - ~1/J2 ( 5 )

HI / 3
s = --

H
I/3 N-l 1.=1

where HI/3 is the maximum significant wave height

observed or estimated during the year; F(HI/3) is the

total probability that the maximum wave height is

less than or equal to the significant wave height; A

and B are the parameters of the distribution; llHl/3)

0HI/3 ,HI/3 and SH1/3 are the statistical parameters

of the distribution belonging to the population and

the sample respectively.

To estimate the significant. wave height the following

equation is used :

(6 )
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Supposing the highest significant wave

for the referenced time period are ordered

following way:

heights

in the

where n indicates the no. of values, m = 1,2, •• ,n

indicates ordered no. of wave height. The probability

corresponding to each H1/3 in the array is obtained

by the following equation :

If each value of H1/3 in the list plotted against the

corresponding probability computed from the eq.(7) on

the Gumbel probability paper it is expected that all

the plotted points are clustered around a straight

line. The equation of this line is given by the

Eq. (6) •

Choosing the design wave

As a general approach; first of all, depending on

lifetime of the structure a return period is defined

and the corresponding wave height is found from the

prediction line on the Gumbel probability paper.

The equation of the relation between Rp and

F(HI/3) can be written as follows:

R
p

T ( 8 )

where Rp is the return period, 1-F(H1/3) is the

exceedance probability of highest wave in comparison

with the design wave, T is the avarage time period

between events, generally taken as one year.
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APPLICATION

Wind data

Since the estimation of the design waves with various

return periods are aimed at the coasts of the Eastern

Black Sea (from Ordu to the Russian border) the

historical wind measurements observed at the

meteorological stations in the region are used in the

analysis. Wind data are derived from two different

sources; namely the meteorological stations situated

in the coastal area and the synoptic weather charts

drawn periodically each day by the Meteorological

Department in Ankara.

The wave prediction methods explained in detail

in CERC use wind data which are supposed to have been

observed above sea surface but the available wind

data are observed by the land stations. This creates

some problems although the necessary adjustments are

made, it is well known that it is difficult to

quantify the difference between the wind speed

observed on the land and of the sea.

In the investigations done by Hsu(7),

equation has been developed :

0.67
U
d
. = 3.0 (Uk )en1Z ara

following

(9 )

where Usea and Uland represent wind

the sea and the land respectively.

reached in this study gave greater

that of Hsu.

speed(m/sec) on

The conclusions

estimates than

The wind speeds extracted from the synoptic

weather charts are known as "geostrophic winds" which

are about % 25-40 less than the wind speeds above the
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sea. Thousands of the synoptic charts had to be

examined to obtain candidate storms producing the

highest waves in each year. The wind speed of at

least 5 m/sec is considered as the base limit for the

synoptic

included

3.62 cm

adjacent

latitude

higher

data. The values below this limit are not

in the analysis. There has to be at least

(winter) or 4.80 cm (summer) between two

isobars to have this wind speed on the

of 45-. Therefore, the charts displaying

values are eliminated at the preliminary

examination.

Synoptic wind speeds are calculated for three

coastal sub-areas indicated below

coast 1 37- E - 39- E Ordu-Giresun

coast 2 39- E - 40.4- E Trabzon

coast 3 40.4- E - 41.7- E Hopa
The positions of these coasts are shown in Fig. 1.

N

t

32

z
:::>

:::>~
Co:::
0::.­
oc:>
I I
I I

T URKEY

BLACK SEA

Fig.1. The- coastal bands and the meteorological stations where
the- wind speeds are obse-rved or estimated
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a

be

fetch

the

Computation of fetch lengths

Any wind speed recorded at a coastal station with

direction that can create waves is supposed to

effective along the fetch lengths. Effective

lengths for the directions that create waves in

region are computed and summarized in Table 1.

Table 1. The effective fetch lengths (km)

I I

I Direction Ordu Giresun Trabzon Hopa I
I I

I W - - - 698.00 I
I WNW - 484.90 307.60 658.70 I
I NW 352.20 629.50 676.90 519.10 I
I NNW 485.80 450.60 419.00 257.20 I
I N 390.20 366.90 308.10 130.80 I
I NNE 321. 70 299.90 231. 00 84.60 I
I NE 269.40 281.40 201. 20 - I
I ENE 274.20 282.80 143.80 - I

Computation of storm waves from average wind speeds

storm waves are computed by using both recorded wind

speed and the wind speeds computed from the synoptic

weather charts for the Eastern Black Sea Region where

is divided into three sub-areas. Transformations of

wind characteristics into waves is done by the method

of 5MB. The maximum annual storm wave heights are

determined from these wave values. The period of

observations taken into consideration to evaluate

the wind waves are summarized in Tablo 2.

Extreme wave statistics

Annual maximum significant wave heights estimated for

each sub-region are arranged in increasing order with
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corresponding significant wave period and

nonexceedance probabilities based on the Weibull

plotting positions formula(Eq.7) as shown in Table 3.

These data are plotted using an Extreme Value Type I

distribution and the fitted distributions obtained as

in Fig.2 for Hopa.

Table 2. The period of observations

Synoptic chart Meteorological stations

Coast No. period City period

I 1977-1985 Ordu 1969-1985

I! 1977-1985 Giresun 1969-1985

II! 1977-1989 Trabzon 1969-1985

Hopa 1972-1988
I

999S 9697 98

PROBABILITY 1100/N.ll
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Fig_ 2.
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Using the fitted line on the Gumbel probability paper

design wave heights and associated wave period for

the return periods of 10, 25 and 50 years are

estimated for the sub-regions(Tables 4, 5, 6, and 7).

Computational of the wave period is done by using the

observed average wave steepness coefficient (wave

height/wave length) that is known as varying around

0.04 from the work of Bilgin et. al.f8J. Wave period

is computed from the following equation

(H ) ~ 0.04 g
1/3 0 2rr

where (H1/3)o is deep sea wave height.

(10 )

Table 3. Ordered wave data estimated from the

synoptic weather charts(Coast 3-Hopa)

order No year significant significant Non-exceedance

wave wave period probability

,0 HlI3 (m) T1/3 (sec) r a:11 3 )X10D
-

1 1981 2.10 5.80 8

2 1984 3.17 7.10 17

3 1982 3.23 7.20 2!l

4 1979 4.18 8.25 33

5 1983 4.20 8.20 42

6 1977 4.22 8.20 50

7 1980 4.40 8.40 58

8 1978 5.20 9.10 67

9 1985 5.50 9.40 75

10 1987 6.00 9.80 83

11 1988 6.50 10.20 92

-
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Table 4. Estimated design waves (Coast 1 - Ordu)

:
I

return period synoptic chart meteorological station I

I Rp "1/3 T1/3 8113 Tl/3 I
I (year) (m) (sec) (m) (sec) I
I I

I 10 4.00 8.00 1. 59 5.05 I
I 25 4.65 8.63 1. 73 5.26 I
I 50 5.15 9.08 1.83 5.41 I

Table 5. Estimated design waves (Coast 1 - Giresun)

I I

I return period synoptic chart meteorological station I
I Rp "113 T1I3 8113 Tl/3 I
I (year) (m) (sec) (m) (sec) I
I I

I 10 4.00 8.00 2.30 6.07 I
I 25 4.65 8.63 2.67 6.54 I
I 50 5.15 9.08 2.91 6.83 I

Table 6. Estimated design waves (Coast 2 - Trabzon)

I I

~eturn period synoptic chart meteorological station I
I Rp "113 T1I3 "1/3 Tl/3 I
I (year) (m) (sec) (m) (sec) I
I I

I 10 5.36 9.26 2.30 6.07 I
I 25 6.09 9.88 2.67 6.54 I
I 50 6.63 10.30 2.91 6.83 I
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Table 7. Estimated design waves (Coast 3 - Hopa)

I I

I return period synoptic chart meteorological stationi
I Rp H1/3 T1I3 H1I3 T1/3 I
I (year) (m) (sec) (m) (sec) I
I I

I 10 6.55 10.24 3.00 6.93 I
I 25 7.75 11.13 3.65 7.65 I
I 50 8.60 11. 73 4.10 8.10 I

CONCLUSIONS

In this study, with the aim of providing reliable

data of deep sea wave characteristics, in particular,

design waves for coastal and harbour engineering

structeres, following conclusions have been reached:

1) The design waves of various return periods

estimated by the wind speeds observed at the

meteorological stations in the Eastern Black Sea

region showed smaller values than those of the wind

speeds extracted from the synoptic weather charts

(Tables 4, 5, 6 and 7). This significant difference

is mainly due to the erroneous wind measurements at

some of the meteorological stations surrounded by

high buildings. Therefore, the design waves of

synoptic origin are relatively reliable and should be

preferred.

2) The estimations have shown that design wave

characteristics in the Eastern Black Sea are

West to East. This is due to the

of North - West direction so that the
increasing towards East. Therefore,
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Hopa sub-region has longer fetch lengths and higher

design waves.

3) In the Eastern Black Sea from West to East,

design wave heights for 10-year return period

between 4.0 to 6.55m, for 25-year return period,

4.65 to 7.75m, for 50-year return period, from

to 8.60 m.
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ABSTRACT

The aim of this research work was the calculation of the wave calmness
in arbitrary-shaped port basins. The governing differential equation was
firstly devised byBerkhoff (1972) and Schoenfeld (1972). This is the so-called
mild slope equation and can be used only in case of gently bottomed or
gradually-varied depths. So far several methods have been proposed to find
out solutions to the aforementioned equation. The domain of the equation is
the fundamental difficulty of this problem since this extends to infinity. In this
paper an adaptation of a coupled FEM-BEM model developed by He Yin­
nian and Li Katai (1987) is presented that leads to the obtention of useful
solutions when very simple elements are used in the domain discretization
and allows an a-priori estimation of the error involved in the approximation.
Results obtained with this method are checked against theoretical solutions
and other numerical methods and the order of convergence is empirically
established.

INTRODUCTION

He Yinnian and Li Katai [ 1] have studied the use of a finite element
method combined with a boundary element method to radiation problems
that lead to the well-known Helmholtz differential equation:

(1)

In their work, these researchers show the theoretical correction of the
formulation of the coupled method and obtain an a-priori estimation of the
error in the approximate solution. It is possible to adapt this method to
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determine the propagation of water waves on a horizontal plane.

The phenomenon is governed by the mild slope differential equation:

by the boundary conditions at infinity:

o in R2 (2)

rp
iJrp . ka;: - l. . rp

= 0 (r- 1)

= 0 (r- YZ) r= Ixl- 00 (3)

which are known as the Sommerfeld radiation conditions and by appropriate
reflection conditions on solid boundaries, provided that they existed.

Wave agitation in port basins with reflecting boundaries can be com­
puted by means of Equation (2).

ANALYTICAL FORMULATION

A schematization of a typical geometry to be studied can be seen in
Figure 1, this is a port basin. The basin has an irregular shape together with

D

Figure 1.- Schematization of a typical port basin
geometry.
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varying depth.

The solution will be calculated on a domain Q made up by joining two
non-overlapping regions, that is to say:

(4)

Region QH corresponds to the port basin itself and is limited by the
BCD and r H curves. In the figure mentioned above, this boundary is shown
as a semicircle of radiusRH but, in general, r H can take on an arbitrary shape.
The water depth may vary on this region.

The port will be able to be limited by vertical walls or by a combination
of vertical and inclined walls; then, the energy can be fully reflected at the
BCD boundary or not. The outer region, Qo is limited by r H, the physical
boundaries AB and DE, and extends towards infinity. This region is used to
model the open ocean or water body surrounding the basin.

We shall asume that the boundaries AB and DE are vertical and
perfectly reflecting ones and that the water depth is constant within Qo. In
this way, the solution within this region can be linearly decomposed in a
system of incident and reflected waves and another system of radiated waves.
This first system is defined as the one which would be obtained if the depth
were constant throughout the whole region x > 0 and the port basin would
not exist, with a vertical wall extending from point A to point E. This wave
system is determined once the incident wave system is specified.

The radiated wave system is then simply defined as the difference
between the real wave system within Qo and the incident- reflected wave
system and represents the radiated energy from the mouth of the port basin
towards infinity. This wave system satisfies asymptotically the Sommerfeld
radiation condition. Therefore, the problem stated within Q is decomposed
in to two problems on different domains: Q H and Qo.

The reduced small-amplitude wave Equation (2) will have to be solved
within the domain QH specifying along the boundary BCD a partially-reflect­
ing condition as follows:

Ii. Vcp - i. k .a . cp = 0 (5)

In Equation (5) a is a real coefficient in a way such that a =0 means a
complete reflection and a = 1 a complete absorption. Within the domain
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Qo, whose depth is considered to be constant, the Helmholtz differential
equation shown belowwill have to be solved:

~~+~~=o W

If, in addition to_that, ~ is linearly decomposed in a system of incident
and reflected waves, ~ and a system of radiated waves, ~R, Equation (6) will
then be transformed to:

(7)

Since the radiated wave system is assumed to be known, the reflected wave
system originated by the existence of an impervious vertical wall that is
limited by points A and E of the sketch of Figure 1 is not difficult to find out.
As an example, let us suppose that the incident perturbation has the form:

~i = exp [ i . k (x . cos f3 + y . sin f3 ] (8)

where f3 is the incidence angle, as shown in Figure 1. The reflected wave will
be then as follows:

~r = exp[i.k(-x.cosf3+y.sinf3]

therefore, for the incident-reflected wave system it follows that:

;p = R. cos (k .x .cos f3) •ei.k.y.senp

(9)

(10)

Carrying out a direct substitution it can be shown that ;p satisfies the
Helmholtz differential equation and that along the AE boundary the follow­
ing condition is verified:

n.V;P=O

The radiated wave system will then be obtained as a solution of:

within Q o together wi'th the boundary conditions:

n. V~R = 0

(11)

(12)

(13)
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along the physical boundaries AB and DE, and also

lim _c (aCPR. ) = 0v r. -a- - l • k . ·CPRr-oo r

along the boundary at infinity.

(14)

Both regions, Q H and Qo, will have to be coupled by means of ap­
propriate continuity conditions along the common boundary r H. Therefore:

(15)

(16)

represent the continuity of the free surface and the velocity in the normal
direction to r H respectively.

VARIATIONAL FORMULATION

Using the Green integral formulae and bearing in mind that throughout
QH Equation (2) is the governing equation, the variational problem as­
sociated with the differential problem raised in the previous section can be
established as finding out cP in a way such that:

f f 2~ f - -- c.cg.Vcp.vv.dQ + (J). .cp.v.dQ + c.cg.n.Vcp.v.dS - 0
Q. Q. C aQ.

(17)

holds for all the v members of the lfl(QH) class of functions. The boundary
aQH has been made joining curves BCD and r H . Ifwe say that

A = n.VCPlr. (18)

- fc.cg.Vcp.vv.dQ+ f(J)2.~.cp.v.dQ+fc.cg.n.Vcp.v.dS+ fc.cg)...v.dS=O (19)
Q. Q. C BDF r.

Now, Equation (6) governs within region Qo. Making use again of the Green
integral formulae together with the boundary conditions expressed by Equa­
tions (13) and (14), one may obtain:
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~. rpR(P) = /rpR(Q). n.VW(P,Q) . dSo - fi .VrpR(Q) .W(P,Q) . dSo (20)

for every P that belongs to r H. In Equation (20) the function w(P,Q) is the
fundamental solution associatedwith the bidimensional Helmholtz problem:

1
w(P,Q) = 4 i .H3(k . !'pO) (21)

H3 being the Hankel function of the first class and zero order.

If P lies within r H however, the coupling conditions establish the
following relations:

rpR(P) = rp(P) - i(P)

n. VrpR(P) = A. - n. V;P(P)

(22)

(23)

In Equation (23) the unit vector nrepresents the outer normal along
r H from the region QH; in Equation ( 20) instead, it represents the outer
normal along f H from Qo. The relation between both of them is given by:

(24)

Bearing this inmind and substituting the Equations (22) and (23) in Equation
(20), it can be obtained:

~. rp(P) + frp(Q). n. Vw(P,Q). dSo -/A.. w(P,Q). dSo =

1 - - - --2 . rp(P) + frp(p). n . Vw(P,Q) . dSo - In. Vrp(Q) .w(P,Q) . dSo
~ ~

for every point P on f H.

(25)

Let p,(P) a member of the H-Vz(fH) class of functions; multiplying
formally Equation (25) by p,(P) and carrying out an integration over fH the
following can be obtained:



Computer Modelling for Seas and Coastal Regions

1"2! rp(P) .Jl(P) . dSp +! Jl(P) x

x Jrp(Q) . Ii . Vw(P,Q) . dSQdSp - f Jl(P) fA. w(P,Q) dSQ dSp =
~ ~ ~

1 -
= "2 f rp(P) .Jl(P) . dSp + f Jl(P) X_ r. r. _

X f rp(Q) . Ii . Vw(P,Q) . dSQdSp - f Jl(P) f Ii. Vrp(Q) w(P,Q) dSQdSp
~ ~ ~

for every P on r H.
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(26)

Combining Equation (19) with Equation (26) the problem can be
formulated in the following way: to find out (rp,A) that belongs to
lfl(QH) x H-V2(rH) such that Equation (19) can be satisfied for any function
v of lfl(QH) and Equation (26) for every function Jl of H-V2CrH). These
equations are the starting point for the formulation of the coupled finite-ele­
ment - boundary element method.

APPROXIMATE SOLUTION

Let us consider a regular triangulation of QH : Th = {T}. If h repre­
sents the diameter of the circle that circumscribes the greatest triangle, the
discretization process partitions r H in segments whose length is at mosth. Let
us consider then the partition Sh = {S} of the boundary r H.

Let Vh be the set of all the continuous functions rpi which are polyno­
mials ofdegreem ~ 1in each Tthat belongs to Th • IfMrepresents the number
of elements of the triangulation network, an approximation rph of rp can be
developed by means of:

M

rph = L ai. rpi
i

with ai, i = 1, ... , M being constants.

(27)

LetHhbe the set ofall the continuous functionsAj which are polinornials
of a degree smaller thanm in each S that belongs to Sh. Provided thatN is the
number of segments of the partition, an approximation Ah of A. can be
developed in the following way:

(28)

with f3i, i = 1, ... , N being constants.
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We can establish the following approximate problem: to find out
(CPh ,Ah) that belongs to Vh x H h such that

- Ic. cg • Vcph. Vv. dO + Iw2 • ~. CPh . v. dO +
Q. Q. C

+ Ic. cg • n.VCPh . v. dS + Ic. cg • Ah . v. dS = 0
OCD ~

holds for every v that belongs to Vb and

12/ rph(P) . f.l(P) . dSp + !f.l(P) x

x I CPh(P) . n.Vw(P,Q) . dSo dSp - I f.l(P) f Ah .w(P,Q) dSo dSp =
~ ~ ~

1 -= 2 I rp(P) . f.l(P) . dSp + I f.l(P) x
r. ~

X f iCQ) . n.Vw(P,Q) . dSo dSp - f f.l(P) In .vi(Q) w(P,Q) dSo dSp
r. r. r.

holds for every f.l that belongs to H h.

(29)

(30)

In this approximate problem, let us take: v = CPj and f.l = Aj. Then, an
algebraic equation system from Equations (29) and (30) can be obtained
making it possible to obtain the coefficients ai" i = 1, ..., M together with Pi,
i = 1, ..., N which lead to the solution of the problem. It must be denoted that
this formulation leads to non-symmetrical matrices.

RESULTS OBTAINED

The method described above was applied to situations where it is
possible to get an analytical or semi-analytical solution to the problem, always
within the limit of what is knwon as the long wave approximation.

Figure 2 shows the response of a rectangular port located on a straight
infinite coast subjected to incomingwaves of different lengths. This problem
has been studied by several researchers from both the theoretical as well as
from the experimental viewpoint [4, 5, 6]. As seen in that figure, the wave
amplitude exhibits a maximum for some of the modelled wave lengths with
corresponding frequencies which are denominated resonant frequencies of
the port basin.

It was also investigated the effect of the water depth on the response of
the basin when it is excited by long-period waves.



Computer Modelling for Seas and Coastal Regions 143

3

2

9~-----------------------,

8

7

6

j 5
l5

! 4
Do

~

5.04.03.02.01.0
O+-------r------,------,------,--------l
0.0

KL

Analytical Solution 0 Coupling Method I

Figure 2.- Reponse of a rectangular basin with constant water depth lo­
cated on a semi-infinite coast.
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Figure 3.- Response of a rectangular basin with linearly-varied depth lo­
cated on a semi-infinite coast.
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Figure 3 corresponds to the response of a rectangular basin with a
linearly-varied water depth. It must be denoted that in these two case studies
the basins have the same length, width and water depth at the entrance; the
resonant response curves are different however. Not only the peakmagnitude
is much different but their frequency location is different as well. Therefore,
in order to estimate the resonant frequencies of a port it is not enough to
define the basin geometry, its bathymetric features must also be carefully
defined.

Looking at Figures 2 and 3, a simple comparison leads to conclude that
the agreement between the numerical and the analytical solutions is very
satisfactory. Comparisons with results obtained by other methods were also
made. Solutions obtained by a BEM model with indirect formulation, by a
FEM model, where the calculation domain must be compulsory truncated
using some criterion and the coupled method, where the boundary condition
at infinity is implicitly imposed were also carried out. These results, shown in
Figure 4, were obtained for the same partition of the basin perimeter and for
the same discretization of the enclosing region, something that highlights the
aptitude of the coupled method.
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Figure 4.- Comparison of results obtained by different methods.

CONVERGENCE

Numerical experiments that were carried out with three-node trian-
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gular elements in order to interpolate the solution inside them and with CO
continuity elements to interpolate the normal derivative of the solution on
the transmitting boundary let us conclude that the method has a O(h) con­
vergence, h being the diameter of the circumscribing circle of the largest
element used in the discretization.

The variation of the computed error in the norm L2 is presented in
Figure 5 as a function of the size of the elements used to determine the
response of the rectangular port basin with constant depth subjected to
intermediate-length incident waves. It can be clearly seen a linear decrease
of the error with an increase of the number of elements used in the discretiza­
tion. This result agrees well with theoretical results obtained by He Yinnian
and Li Katai [1].
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Fig.5.- Variation of the computed error.

CONCLUSIONS

Despite of the fact that the variational formulation, that is the starting
point of the coupled method, makes it impossible to obtain symmetrical
matrices, the method used in this research work gives particularly useful
solutions when very simple elements are used in the domain discretization.

On other respect, as it includes into the formulation the boundary
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condition at infinity, there is no need to truncate the region using ambiguous
criteria.

A fundamental advantage of the method shown in the preceding sec­
tions lies on the possibility of making an a-priori estimation of the error
involved in the approximation.
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ABSTRACT

One-dimensional numerical tidal models are frequently used by
civil engineers. Whether the engineer is developing in-house
software or running a commercially available package, some form
of quality assurance testing needs to be undertaken so that
he/she can be confident that there are no errors in the
computer code. The practical operating characteristics of the
numerical scheme employed in the model also need to be
assessed.

The problem addressed in this paper is how should the
engineer check the veracity of the model output, bearing in
mind that exact solutions to the non-linear equations of motion
are not available? Four possible strategies are considered
involving the use of: field data, simplified analytical
solutions, laboratory data and alternative numerical solutions.
The advantages and disadvantages of these strategies are
discussed with reference to a set of numerical solutions for
the case of tidal propagation in a simple idealised estuary.

It is concluded that laboratory data offers the best source
of objective validation data, but difficulties remain with the
representation of frictional resistance.

INTRODUCTION

The propagation of tides in estuaries is frequently
modelled using a one-dimensional scenario in which solutions
are sought to the spatially integrated Navier-Stokes and mass
conservation equations. Since the one-dimensional equations are
non-linear, and also because natural estuaries are inherently
non-uniform, numerical solution methods are required to give
tidal elevations and flows throughout an estuary. The
successful application of the numerical model is critically
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dependent on the effort expended at the calibration stage. This
should include a study of: (1) the degree to which the
governing equations actually represent the physical processes;
(2) the spatial schematisation used; (3) the characteristics of
the numerical scheme adopted; (4) the degree to which the
resistance and/or other coefficients are consistent with field
measurements; and (5) the application of the model to as wide a
range of tidal and fluvial conditions as possible.

During the development of the model it is important to
carry out some form of quality assurance testing in order to
eliminate errors in the computer code and to assess the
practical operating characteristics of the numerical method.
Also, it is a prudent measure to test the model over the full
range of tidal frequencies found to exist in the tidal response
of the estuary under study.

This paper considers the problem of how the modeller can
check the validity of the model output. The model results are,
after all, approximate in the sense that they are numerical
solutions of a pair of non-linear partial differential
equations for which exact solutions are not available. In
practical applications, of course, models can be calibrated by
tuning the friction coefficient such that the model output
"agrees" with observations. But this does not constitute an
objective check of the model.

What the modeller needs is an independent check to ensure
that the model is working correctly. One way of furnishing this
need is to run the model for idealised conditions for which
analytical solutions to the appropriately simplified equations
of motion are available.

Unfortunat~ly, however, these analytical solutions are of
limited use 10 this regard because the idealised conditions
under which they apply nearly always include a linearisation of
the friction and/or advective acceleration terms in the
equations of motion. Thus the numerical treatment of, and the
computer code relating to, the non-linear terms cannot be
checked in this way.

An alternative source of independent data for model
checking is laboratory data. In theory, there is a good chance
of friction coefficients being known in the laboratory, but for
oscillatory flows the frictional behaviour of the boundary
layer depends on the frequency of oscillation, so that in
practice an adequate description of frictional losses may be
difficult to achieve using the same resistance equations as
those used for real estuaries.

One further way of checking a numerical model is to compare
its output with that of another numerical model. Although this
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approximate
that both

only
belief

are
the

is not ideal, because both outputs
solutions, agreement would strengthen
models were working correctly.

This paper addresses some of the ideas introduced above.
Firstly, we present one set of numerical solutions to the fully
non-linear equations of motion describing the tidal hydraulics
of a closed, horizontal rectangular estuary. The solutions were
obtained using the Preissmann finite difference scheme.
Secondly, we discuss the use of field data, analytical
solutions, laboratory data and alternative numerical solutions
to validate these results.

THEORETICAL BACKGROUND

The movement of water in the one-dimensional estuary under
consideration is described by the St. Venant equations (Cunge
et al [3]:

(1)

(2)

o=
pgR

Ar+AoH
ax

10Q + 10 [PQ2] +
go t gox A

WaH + oQ = 0
at ax

where W=width of the estuary, H=water surface elevation above
the horizontal bed, Q=discharge, A = cross-sectional area of
flow, g=gravitational acceleration, r=mean bed shear stress,
p = water density, R = hydraulic radius, x = longitudinal co-ordinate
direction and t=time. The origin of the co-ordinate system is
taken at the closed end (head) of the estuary and the mouth of
the estuary is at x=l, where l=estuary length. Ebb flows are
taken as positive. The momentum coefficient (P) in equation (1)
is set to unity everywhere, which in the absence of better
information is normal practice.

Solutions to equations (1) and (2) are sought under the
followin~ boundary conditions: at the estuary mouth there is a
cosinusOldal variation of water surface elevation (of amplitude
a and period T) about the mean depth, h, and at the estuary
head there is no flow, so that the tidal oscillation is
reflected. The tidal response of the estuary is that of a
damped standing wave with high water at the mouth occurring at
a phase of 00 and low water there occurring at a phase of 1800 •

NUMERICAL SOLUTIONS

Equations (1) and (2) were solved using the Preissmann finite
difference scheme (Abbott & Basco [1]; Cunge et al [3]; Liggett
& Cunge [10]; Samuels & Skeels [17]). The numerical
characteristics of this scheme are well documented, and it has
an excellent track record in computational hydraulics. The
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estuary case defined in Table 1 was chosen as a "benchmark"
problem and numerical solutions were obtained over the ranges
of frequency and frictional resistance indicated by aIlc and
fla, respectively. Here, 0' is the tidal frequency (=2nIT), c is
the shallow water small amplitude wav~ celerity (=v'(gh)), f is
a resistance parameter (=2TA21(pQ) = Darcy-Weisbach
coefficient/4) and a is a geometrical parameter accommodating
the width to mean depth ratio of the estuary (= R/h, evaluated
at mean depth). aIlc was changed by varying the length of the
estuary and fla was changed by varying the value of f: other
parameters took the constant values shown in Table 1. '1/ is a
non-dimensional group (=(a/h)[c/(ha)](fla)), see Knight [6].

Parameter Dimensionless Group

Mean depth, h=10m a/h=0.05
Width, W=200m
Geometrical parameter, c/(hu) =7092
a =0.909
Amplitude at mouth, ul/c=0.226 - 1.410
a=0.5m
Time period, T= 12.5hr f/a=0'()()()33 - 0.0330
Length, 1=16 - lookm
Resistance parameter, '11=0.117 - 11.7
f=0.OOO3 - 0.0300

Table 1. Details of the estuary benchmark case under study.

A substantial number of preliminary model runs were
undertaken in order to define the conditions under which the
numerical solutions were to be obtained. Based on these results
the following guidelines were adopted:

(1) A distance step of 4km was used in all cases. Hence the
number of space steps in the model increased as aIlc was
increased by lengthening the estuary. However, the spatial
representation of the undistorted tidal oscillation remained
constant and approximately equal to 111 parts per wavelength.
(2) The temporal weighting parameter in the finite

difference scheme was set at 0.6.
(3) One iteration of a double sweep elimination procedure

(Le. two passes) was used to solve the non-linear difference
equations at each time step.
(4) All runs were started at a high water condition of no

flow everywhere and a water surface elevation given by linear
theory (=h + a/cos(a(l-x)/c)).
(5) The convergence of any run was taken to have occurred

when the elevations of both high and low water at the estuary
head from successive tidal cycles changed by less than 2mm.
(6) The same time step was used for all simulations at a

particular value of aIlc. The size of the time step was
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determined by monitoring the convergence of the numerical
solution as the time step was successively halved from an
initial value of 450s (100 per tidal cycle). The same numerical
criterion as in (5) was adopted in order to determine the
largest time step that could be used, and at all values of qIlc
this was determined by the minimum friction case.

RESULTS

The results from the final runs are presented in Tables 2 &
3 and Figures 1 & 2. The error in the calculated levels is
estimated to be less than ±5mm, however, the results have been
rounded to the nearest lcm since this is certainly the highest
order of accuracy expected in any practical application of an
estuary model. Similarly the peak velocities have been rounded
to the nearest lcm/s and all the phases are given to the
nearest degree.

LEVEL AMP PHASE VELOCITY PHASE N

aile f '1/ HW LW HW LW EBB FLO EBB FLO
(m) (m) (0) (0) (m/s) (m/s) (0) (0)

0.226 0.0003 0.12 10.51 9.49 1.03 0 180 0.09 0.09 94 266 100
0.226 0.0030 1.17 10.51 9.49 1.03 0 180 0.09 0.09 94 266 100
0.226 0.0300 11.7 10.51 9.49 1.03 0 180 0.09 0.09 97 270 100

0.451 0.0003 0.12 10.55 9.44 1.11 0 180 0.21 0.21 97 266 100
0.451 0.0030 1.17 10.55 9.44 1.12 0 180 0.21 0.21 101 270 100
0.451 0.0300 11.7 10.58 9.42 1.16 7 191 0.20 0.20 115 288 100

0.620 0.0003 0.12 10.59 9.37 1.22 0 180 0.33 0.34 97 263 100
0.620 0.0030 1.17 10.60 9.36 1.24 4 187 0.31 0.34 97 259 100
0.620 0.0300 11.7 10.62 9.40 1.21 29 212 0.27 0.28 112 281 100

0.733 0.0003 0.12 10.56 9.23 1.34 345 184 0.46 0.49 114 252 800
0.733 0.0030 1.17 10.66 9.30 1.37 357 198 0.36 0.48 106 267 800
0.733 0.0300 11.7 10.61 9.42 1.19 45 231 0.32 0.32 107 231 800

0.846 0.0003 0.12 10.91 9.38 1.54 358 194 0.56 0.61 64 292 800
0.846 0.0030 1.17 10.80 9.27 1.52 7 203 0.48 0.57 83 280 800
0.846 0.0300 11.7 10.57 9.46 1.11 61 247 0.34 0.34 123 307 800

0.959 0.0003 0.12 10.96 9.21 1.75 2 185 0.68 0.70 79 283 200
0.959 0.0030 1.17 10.89 9.20 1.70 18 208 0.63 0.67 95 288 200
0.959 0.0030 11.7 10.52 9.51 1.00 74 261 0.35 0.34 137 319 200

1.072 0.0003 0.12 11.14 9.04 2.10 4 185 0.88 0.89 85 283 200
1.072 0.0030 1.17 10.99 9.11 1.89 32 221 0.77 0.78 106 299 200
1.072 0.0300 11.7 10.47 9.56 0.90 86 272 0.35 0.33 146 326 200

1.184 0.0003 0.12 11.44 8.79 2.66 8 190 1.19 1.19 87 286 400
1.184 0.0030 1.17 11.06 9.05 2.02 49 238 0.87 0.86 121 313 400
1.184 0.0300 11.7 10.43 9.61 0.82 96 284 0.34 0.32 151 331 400

1.297 0.0003 0.12 11.99 8.35 3.63 19 202 1.71 1.68 95 298 800
1.297 0.0030 1.17 11.07 9.03 2.03 68 256 0.94 0.89 138 327 800
1.297 0.0300 11.7 10.39 9.64 0.75 106 294 0.32 0.31 155 334 800

1.410 0.0003 0.12 12.78 7.72 5.06 49 235 2.50 2.34 122 331 1600
1.410 0.0030 1.17 11.02 9.06 1.96 85 274 0.94 0.87 153 340 1600
1.410 0.0300 11.7 10.36 9.67 0.69 115 304 0.31 0.30 158 336 1600

Table 2. Numerical results at the head of the estuary.
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Table 2 shows a selection of computed water levels and
phases of high and low water at the estuary head together with
the amplification of the tidal range (AMP) which is evaluated
as the range at the head divided by that at the mouth (lm). The
table also shows peak ebb and flood velocity magnitudes (ebb
positive, flood negative) and their phases, at a location 4km
inland from the mouth. We choose to present velocity data one
distance step inland from the mouth to facilitate the use of
the data with numerical schemes based on either a staggered or
a non-staggered spatial discretisation. The values of N are the
number of time steps per tidal cycle used in the simulations.

For two cases from the higher frequency range (Le.
dimensionless frequency, aVc > 1), Table 3 shows the
longitudinal variation of the level and phase of high and low
water, and the longitudinal variation of the magnitude and
phase of the peak flood and ebb velocity. This data will enable
model testing to be carried out at a number of locations along
the estuary. In the remainder of this paper, however, we
concentrate on the results at the estuary head.

,------

I aile

LEVEL PHASE VELOCITY PHASE
f 1 axle

(km) HW LW HW LW EBB FLO EBB FLO

~on
(m) (m) (0) (0) (m/s) (m/s) (0) (0)

0.0030 0 0 10.5 9.5 0 180 0.77 0.78 106 299
11.071 0.0030 20 0.282 10.69 9.36 22 202 0.67 0.79 106 299
(0n 0.0030 40 0.564 10.86 9.22 29 214 0.51 0.55 104 295
1.071 0.0030 60 0.846 10.97 9.13 32 220 0.29 0.32 101 288
1.071 0.0030 76 l.072 10.99 9.11 32 221 0.05 0.05 99 284

1.410 0.0030 0 0 10.5 9.5 0 180 0.94 0.87 153 340
1.410 0.0030 20 0.282 10.53 9.49 46 220 0.87 0.84 157 344
1.410 0.0030 40 0.564 10.70 9.37 64 242 0.75 0.77 156 344
1.410 0.0030 60 0.846 10.86 9.23 76 259 0.56 0.62 150 338
1.410 0.0030 80 1.128 10.98 9.11 83 270 0.35 0.41 143 328
1.410 0.0030 100 1.410 11.02 9.06 86 274 0.11 0.13 139 322

Table 3. Numerical results along the estuary.

Figure 1 shows the tidal range amplification as a function
of aVc and '1/, and Figure 2 shows the corresponding average
phase difference plotted in the same way. This average phase
difference is the average of the high water and low water phase
differences between head and mouth. Greater detail of the tidal
hydraulics can be gained by examining the tidal amplitude and
phase for high and low water individually, see Wallis & Knight
[20], but for our purposes here the main features are
adequately depicted by Figures 1 & 2 which show how the tidal
hydraulics are controlled by aVc and '1/.
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All three of the non-dimensional groups which contribute to
'II may influence the tidal response. However, because alh and
c/(ha) were kept constant the variations in 'II here are solely
due to changes in the frictional resistance. These results show
that when al/c < 1 the frictional resistance has little effect
on tide levels, but when al/c > 1 the resistance influences the
tide levels significantly. It is also noticeable that the
levels of high and low water are approximately independent of
al/c when 'II > 4: phase differences, however, tend to increase
with increasing al/c and 'II. The behaviour of peak velocities
is broadly similar to that of tide levels.
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Figure 1. Tidal ran¥e amplification as a function of al/c and 'II
(for clarity, only 6 values of al/c are shown).

An interesting feature of the results, which is more
noticeable in the phase data than 10 the levels, is the
occurrence of a weak resonance mode when the frequency is close
to nl4 (see also Knight & Ridgway [8]). The distortion in the
otherwise smooth trends in the results is damped out as the
resistance increases but is evident in the lower resistance
cases for al/c = 0.733 & 0.846. From the values of N in Table
2, it is clear that the convergence characteristics of the
numerical scheme are also affected by this phenomenon.
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Figure 2. Average phase difference as a function of allc and '1/
(for clarity, only 6 values of allc are shown).

DISCUSSION

The numerical solutions presented here are believed to be the
most accurate ones available for the case study. They are
superior to analytical solutions because they retain the full
non-linear effects of the quadratic resistance term and the
advective acceleration term. The problem introduced earlier
remains however: how do we know that these results really are
solutions to the governing equations of motion?

Although a lot of care has been taken to ensure that in
practical terms the solutions have converged, only a check
against an independently obtained data set would be entirely
convincing. Four sources for such independent data have been
considered, namely: field data, analytical solutions,
laboratory data and other numerical solutions.

Field data is not particularly useful to us here for a
number of reasons. Applying a one-dimensional numerical tidal
model to a natural estuary requires the modeller to estimate
the resistance coefficient in the dynamic equation at every
location included in the model. Since resistance coefficients
cannot be directly measured, their values are usually unknown.
Hence they have to be estimated, and when model results are
compared with measurements of, for example, water levels, the
modeller does not know whether discrepancies are due to errors
in the resistance coefficients, errors in the field data,
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errors introduced by a poor representation of the physical
processes in the model or errors in the model itself. Modellers
should also be aware that in estuaries with a large tidal range
to mean depth ratio, resistance coefficients show a dependence
on stage (Knight [7]; Wallis & Knight [19]) as well as varying
with location.

Analytical solutions are not ideal for model checking
because they only apply for special cases involving some
simplification of the governing equations of motion. This
usually takes the form of a linearisation of the friction
and/or advective acceleration terms in the dynamic equation.
And, indeed, in many cases one or both of them is deleted
altogether (Bowers & Lennon [2]; Ippen [4]; Lynch & Gray [11];
Needham [12]; Ostendorf [13]; Prandle [14]). Thus errors
associated with these terms in the fully non-linear model
cannot be identified by comparing model results with the
analytical solutions. One exception to this is the solution
presented by Proudman [15] which does retain the correct
non-linear nature of the non-linear terms. Inevitably, however,
the solutions are only valid when the non-linear terms are
"small" . Proudman's solution is discussed at length in Knight
[5], Knight [6] and Wallis & Knight [20].

Laboratory data appears at first sight to offer a good way
of checking numerical solutions, and the authors have access to
such a data set from a previous study (Ridgway [16]; Knight &
Ridgway [8]; Knight & Ridgway [9]). The experiments are
described in detail in Ridgway [16].

Unfortunately, direct comparisons with the numerical
results is not possible because there are doubts over the
appropriate values of the Darcy-Weisbach resistance coefficient
and the estuary length, i.e the values of 'II and aVc are not
known precisely for the experimental data. The former doubts
are related to the effects of the tidal frequency on the
vertical and lateral velocity profiles in the estuary channel.
In particular this caused the frictional behaviour of the
channel to be somewhat different to that normally described by
steady flow resistance equations. The latter doubts concerned
effects due to a transition section in the apparatus.

Because of these inconsistencies, a comparison of the
numerical and experimental data is shown in the form of tidal
range amplification plotted against average phase difference
(Figure 3) because explicit evaluation of 'II and aVc is then
unneccesary. Clearly, even allowing for the uncertainties in
the experimental data, they lend considerable support to the
numerical results.
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Figure 3. Comparison of numerical and experimental data.

It is apparent that when plotted in this way the data form
a family of lines of constant al/c. Indeed, the laboratory
data show that data of this type fall on a unique curve for
each value of allc regardless of mean depth, tidal amplitude or
roughness (Wallis [18]). This is discussed at greater length in
Wallis & Knight [20] but it is clear that such a graphical
representation offers a novel and objective method of comparing
tidal data.

Numerical results obtained previously for similar cases
(Wallis [18]) also lend strong support to the numerical results
reported here. A fully implicit and a central implicit
staggered finite difference scheme were used. Direct comparison
with the results presented here is not possible, however,
because the discretisation grids are incompatible.
Nevertheless, allowing for this and the differing quantities of
numerical damping in the schemes, all the results are entirely
consistent.

CONCLUSIONS

Numerical solutions have been presented for the case of
tidal propagation in a parallel sided, uniform, horizontal
estuary of rectangular cross-section.

Four methods of objectively assessing the veracity of these
results have been considered. Laboratory data have confirmed
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the numerical solutions to a large extent, but primarily
because of inconsistencies between the representation of
frictional resistance in the numerical and physical estuaries,
the comparison, though good, is rather imprecise. By plotting
the data in the form of tidal range amplification against phase
difference, however, the agreement is evident.

Analytical solutions, field data and alternative numerical
solutions are not as useful as laboratory data for validating
numerical model results. Analytical solutions, by their nature,
require certain simplifying assumptions which affect the
non-linear terms and hence reduce the usefulness of the
solutions. Applying a model to a natural estuary and using
field data does not actually help to check a model because it
is not possible to identify the source of discrepancies between
measured and computed values: are the friction coefficients
wrong, are there errors in the field data or are there errors
in the model? Alternative numerical solutions can offer
support, but since these too are approximate, the modeller is
limited in his ability to favour one set of results in place of
another.

The numerical solutions given in Tables 2 & 3 should be of
particular use to workers employing one-dimensional tidal
models, since they enable an objective quality assurance
procedure to be carried out. It is hoped that modellers will
compare their own solutions with those presented here.
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Computer Modelling of the Tides of the
Arabian Gulf
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ABSTRACT

A depth-averaged hydrodynamical numerical model is developed to
investigate the tidal dynamics of the Arabian Gulf. Observed
t ida1 cons t ituents are compa red wi th the computed resu lts and
are presented in tabular form. Chi square goodness of fit test
was utilized to compare the computated values with the
observed values. The existence of amphidromic points for all
the major partial tides are also noticed and reproduced by the
model.

INTRODUCTION

A computational algorithm for the solution of the shallow water
equations based on expl icit finite difference scheme, is used
to reproduce the surface elevation and depth-averaged velocity
components in the Arabian Gulf (from 24°N to 30 0 N and 48°E to
56°E). It covers nearly all the major coastal areas of the
region. The bathometry of the gulf is reported in Lehr [1],
Koske [2], Hughes and Hunter [3], and Defence Mapping Agency [4].

Some of the major studies on the tides of the Arabian Gulf
are reported by Lardner et al [5], Evans-Roberts [6], Von
Trepka [7], and many others. Hunter [8] has revi ewed the
literature on circulation and mixing process in the Gulf.
Lehr [9] has surveyed the literature on oceanographic modelling
and oil spill in the Gulf. Le Provost [10] has also reviewed
three Gulf tidal models.

Surface elevations are used to predict amplitudes and pha­
ses of the partial tides. Computer model is used to study four
partial tides M2' S2, K1 and 01 as these sufficiently describe
tidal dynamics of the area. The model is based on the shallow­
water equations, obtained from the three-dimensional hydrodyna­
mical equations by averaging over the depth.
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OBSERVATIONAL TIDAL DATA

The observational data on the tidal constituents along the
coastal area of the Arabian Gulf is obtained from the special
publication of the International Hydrographic Bureau in Monaco.
There are quite a good number of the coastal gauges on the
Southern Coast of the Gul f. The northern coast of the Gul f
that is the Iranian coast and the interior of the Gulf is less
observed. The available data is given in Table [lJ.

Tides in the Gulf are mixed in nature. They are
classified by using the ratio of the amplitudes of the two main
diurnal constituents K1 and 01 to that of the two main semi­
diurnal amplitudes ~12 and S2' The ratio is known as "form
ratio", Pond and Pickard [llJ.

K1 + 01F
~12 + S2

F

F

F

o to 0.25

0.25 to 1.5

1.5 to 3.0

Semi-diurnal tides, mean spring range =
2(1.12 + S2)'

t,1ixed, mainly semi-diurnal tides.

Mixed, mainly diurnal tides, mean spring
range = 2(K1 + 01)'

F > 3.0

MATHEMATICAL MODEL

Diurnal tide.

Mathematically the tidal propagation is described by the
quasi-linear hyperbolic partial differential equation, with
necessary initial and boundary conditions. Since the water
movements are ma in1y hori zonta1 and the hori zonta1 di mens ions
are much greater than the depth, the system of equations has
been simplified to a two-dimensional system. Vertical struc­
ture is included as the system is averaged over depth. Effect
of the Earth I s curvature is taken into account by cons i deri n9
the depth averaged equations of motion and continuity in
spherical polar coordinates as follows:

al; + 1 [a(HU) + ~ (HV cos¢)] = 0 (2)
at R cos¢ aA a¢

aU nV 1 A 2 g ~= 0-at- + H Tb -AhIJU+ R cos¢ dA

aV
nU + !. T¢ - Ah

1J2V +!. ~= 0-at- H b R ;n

(3)

(4)
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M2 S2 Kl 01 F
No. PLACE Position

N E K a K

1 Zabut 24.00 52.27 17.1 237.0 7.6 259.0 46.9 161.0 19.2 108.0 1.9
2 Jabal Ohanna 24.11 52.38 10.0 271.8 2.5 256.2 45.9 163.0 22.0 108.3 5.44
3 U","-a I -Ha tab 24.13 51.52 23.5 224.0 9.4 244.0 5.2 156.0 24.4 114.0 0.84
4 Abu AI-Abyad 24.15 53.49 45.0 20.0 14.0 89.0 42.0 164.0 22.0 102.0 1.08
5 Vas 24.17 52.37 9.9 271.2 1.9 239.8 48.6 159.4 24.7 107.0 6.2
6 Khor Zubaya 24.18 54.09 44.8 48.0 17.1 94.0 24.7 178.0 18.9 114.0 0.7
7 Khawr Zubayyah 24.20 54.10 37.0 45.0 15.0 103.0 30.0 180.0 19.0 137.0 0.94
8 Jazar-Gha9ha 24.24 51.33 33.2 221.0 13.1 251.0 50.9 158.0 20.4 117.0 1.54
9 Ghasha Tower 24.25 52.34 12.7 245.3 5.9 237.9 45.5 161.3 23.0 107.1 0.27
10 U","al Nar 24.26 54.30 25.0 79.0 8.0 146.0 22.0 211.0 12.0 170.0 1.03
11 Halat Al-Mubaras 24.27 53.22 28.3 17.0 12.5 75.0 42.7 162.0 23.2 108.0 1.6
12 Dalma, Jazirat 24.28 52.19 14.2 231.2 5.8 241.9 47.2 161.4 24.2 122.4 3.57
13 Abu Zab! 24.29 54.21 41.0 20.0 15.0 78.0 32.0 158.0 17 .0 105.0 0.88
14 Mina Zayed 24.31 54.23 35.0 27.0 13.0 86.0 27.0 166.0 18.0 139.0 0.93
15 UIl'Il1 Addalkh 24.36 54.05 44.0 13.0 17.0 70.0 34.0 157.0 18.0 18.0 0.85
16 Khor Udeid 24.42 51. 27 30.0 179.0 13.0 209.0 50.0 137.0 27.0 90.0 1. 79
17 Ardhana 24.46 52.34 6.3 210.5 4.0 215.1 40.4 150.5 18.5 118.1 5.7
18 Ghar Al Iluraid 24.48 50.52 23.0 280.0 4.0 344.0 2.0 199.0 5.0 70.0 0.26
19 Khor Ghanada 24.50 54.46 41.5 19.0 14.9 78.0 26.5 165.0 15.2 112.0 0.74
20 Mubarras 24.51 53.31 26.0 16.0 12.0 67.0 34.0 153.0 18.0 100.0 1.37

Approaches
21 Zarqa. 24.53 53.05 11.2 21.8 4.0 97.1 35.8 155.6 16.3 117.4 3.42
22 Unvo Said 24.57 51.35 26.5 202.0 11.4 233.4 45.8 152.7 20.3 101.9 1. 74
23 Al Khraij 25.00 50.48 21.0 259.0 8.0 337.0 2.0 177 .0 4.0 20.0 0.21
24 Ras Al Alaj 25.01 51. 39 26.5 180.9 10.9 213.9 42.7 139.5 19.2 85.8 1.65
25 Fuja 1rah 25.08 56.21 67.0 302.0 25.0 313.0 44.0 46.0 1.8 62.0 0.5
26 Jazirat Das 25.09 52.53 7.9 70.0 5.2 129.0 35.6 146.0 17.1 107.0 4.0
27 Wakrah 25.10 51.37 26.8 182.0 6.1 222.0 36.9 141.0 15.2 82.0 1.6
28 Port Rashfd 25.15 55.16 44.2 353.4 15.9 41.4 22.6 151.0 16.0 97.3 0.64
29 Duba! Al Matoum 25.15 55.19 47.0 8.0 16.0 60.0 19.0 167.0 19.0 "107.0 0.6

Il rfdge
30 Dabel Khor 25.16 55.17 26.8 1.0 8.8 60.0 13.7 174.0 11.6 161.0 0.71
31 Dubayy 25.16 55.17 32.0 10.0 11.0 64.0 19.0 170.0 15.0 127.0 0.79
32 Ad Oawhah 25.18 51. 31 32 .1 137.6 10.8 171.5 36.2 117.2 16.4 69.4 1.23
33 Khor Al Fakkan 25.21 56.22 66.0 278.0 27.0 312.0 35.0 40.0 19.0 42.0 0.58
34 Sharjah. Al!ya 25.22 55.23 48.2 341.0 19.8 26.0 21.0 146.0 13.4 101.0 0.51
35 Ash Sha rf qah 25.22 55.23 44.0 353.0 17.0 39.0 23.0 144.0 16.0 102.0 0.64
36 Ajman 25.25 55.26 43.0 4.0 13.0 61.0 17.0 163.0 15.0 106.0 0.57
37 Zekrft, 25.28 50.51 16.2 13.0 4.3 44.0 8.2 144.0 2.4 60.0 0.52
38 Sumal smah 25.34 51.30 34.0 124.0 11.0 157.0 34.0 109.0 15.0 59.0 1.1
39 UIII11 Al Qaywayn 25.35 55.35 45.0 350.0 15.0 27.0 20.0 134.0 17.0 89.0 0.61
40 Jazirat Halul 25.40 52.24 20.0 139.0 6.0 174.0 38.0 145.0 17.0 92.0 2.1
41 Ital ul 25.40 52.25 20.0 136.0 7.0 165.0 29.0 140.0 15.0 90.0 1.63
42 Ras Al Khafmah 25.48 55.57 54.0 326.0 20.0 11.0 13.0 111.0 16.0 88.0 0.39
43 Hadd Al Vamal 25.51 50.37 11.3 267.0 4.0 339.0 3.7 146.0 2.7 29.0 0.42
44 Qurayah 25.53 50.07 16.0 256.0 4.0 313.0 7.0 149.0 5.0 51.0 0.6
45 Ras Laffan 25.54 51.35 38.0 124.0 11.0 166.0 25.0 98.0 12.0 42.0 0.75
46 Jazfrat Sfrrf 25.54 54.33 39.0 350.8 14.5 39.1 24.5 137.1 17.6 87.0 0.79
47 Khor Khwafr 25.58 56.03 62.0 326.0 20.0 10.0 21.0 89.0 16.0 84.0 0.45
48 Ras Ashatr!q 25.59 51.00 41.7 11l8.0 11.3 248.0 7.0 76.0 3.7 357.0 0.2
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Table 1: Continued

No. PLACE Position H2 S2 Kl 01 F

N E a K a

49 Zell aq 26.03 50.29 4.9 312.0 2.1 33.0 1.2 176.0 1.8 92.0 0.42
50 Jabal Fuwalrat 26.03 51.22 42.4 160.0 13.1 208.0 20.1 114.0 9.4 56.0 0.53
51 Ruwals Inshore 26.09 51.13 51.0 144.0 18.0 192.0 15.0 65.0 8.0 350.0 0.33
52 Sltra 26.10 50.40 66.0 174.0 18.9 240.0 9.8 47.0 6.1 320.0 0.19
53 Ruwals Offshore 26.10 51.11 54.0 144.0 19.0 196.0 15.0 64.0 7.0 343.0 0.3
54 Khasab Bay 26.12 56.15 67.0 312.0 22.0 359.0 22.0 68.0 16.0 71.0 0.43
55 Slbl Isthmus 26.12 56.24 67.0 316.0 25.0 4.0 22.0 78.0 16.0 70.0 0.41
56 Habalaln Ghubbat 26.12 56.24 73.0 288.0 27.0 335.0 34.0 43.0 18.0 41.0 0.52

Al Gahazlrah.
57 Hanamah Anchorage 26.14 50.35 66.0 152.0 22.0 195.0 10.0 22.0 12.0 318.0 0.25
58 Hlna Salman 26.14 50.36 66.1 152.2 21.8 213.4 7.1 43.6 4.8 332.1 0.13
59 Jazlrat Farur 26.15 54.31 45.1 3.0 15.2 43.0 37.5 140.0 22.3 92.0 0.99
60 Jezlrat Tunbh 26.16 55.18 59.1 336.0 20.1 17.0 29.3 120.0 18.9 89.• 0 0.61
61 Bahrain Approach 26.22 50.47 63.0 170.0 20.0 222.0 9.0 70.0 7.0 324.0 0.19
Beacon

62 Khor Kawl 26.22 56.22 68.9 309.0 25.3 347.0 26.2 70.0 15.B 67.0 0.45
63 Ll ttl e Quol n 26.28 56.33 76.8 301.0 27.4 341.0 2ll.7 60.0 20.4 51.0 0.47

Island
64 Bander Llngeh 26.33 54.53 59.7 346.0 22.6 27.0 32.6 127.0 21.9 89.0 0.66
65 Tarut Bay 26.39 50.22 54.0 182.0 17.0 249.0 12.0 10.0 9.0 323.0 0.3
66 Ras At Tannura 26.39 50.10 59.5 129.4 19.8 187.9 14.4 339.3 11.6 280.3 0.33
67 Henjam 26.41 55.54 73.8 320.0 25.0 7.0 29.0 88.0 20.4 70.0 0.5
68 Jazl rah Ye Lavan 26.48 52.23 33.0 73.0 12.0 111.0 30.0 145.0 16.0 114.0 1.0
69 Jazl rat Shaikh 26.48 53.23 30.0 76.0 12.0 115.0 29.0 147.0 15.0 104.0 1.0

Shualb
70 Ras Al Qulayah 26.51 49.54 48.0 123.0 16.0 183.0 18.0 319.0 10.0 260.0 0.44
71 8andar Abbas 27.11 56.17 100.0 298.0 36.0 334.0 33.8 64.0 20.7 52.0 0.4
72 Berrl Oawha t 27.13 49.43 44.0 124.0 16.0 197.0 17.0 318.0 14.0 269.0 0.5

Abu All
73 Asalu 27.28 52.37 51.2 120.0 17.1 162.0 23.8 168.0 11.9 138.0 0.5
74 Ras Al HI shaab 28.07 48.38 25.0 3.0 8.0 65.0 3ll.0 304.0 21.0 263.0 1. 79
75 Lavar, IRAN 28.15 51.16 49.7 169.0 17.7 222.0 25.3 262.0 18.0 220.0 0.64
76 Ras-Al-Khafji 28.25 48.31 32.7 342.5 11.6 50.8 42.3 301.0 21.6 262.4 1.44
77 Hlna Saud 28.44 48.24 42.0 336.0 14.0 34.0 43.0 305.0 27.0 259.0 1.25
78 Bushlre 28.54 50.45 33.7 8.1 12.3 54.5 30.7 174.6 20.4 140.4 1.1
79 Hi na-AI-Ahmadi 29.04 48.10 62.7 335.0 16.8 42.0 42.9 308.0 28.7 257.0 0.9
80 Kharg Island 29.16 50.20 36.4 250.2 12.8 301.4 38.8 285.6 25.7 241.2 1.3
81 Shat Al Arab Bar 29.50 48.43 84.1 308.4 28.6 8.6 49.7 295.4 29.8 247.1 0.7
82 Fao 29.58 48.30 82.4 337. I 25.3 39.2 43.ll 315.5 25.4 267.8 0.64
83 Warba Spl t 29.59 48.09 126.2 343.3 43.0 57.4 66.1 306.3 31.4 263.8 0.58
84 Khor Husa Bar 30.00 49.00 86.9 313.2 31.3 13.1 49.4 300.9 31.7 252.7 0.69

Table 1: Amplitude a (em), Phase K (degree) of the Major Tidal
Constituents, and Form Ratio F.
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If U(z) and V(z) denote the horizontal velocity components
at depth z below the undisturbed sea surface, then

_ 1
U-~

r,;
J u(z)dz
-h

(5)

_ 1 r,;
V ------ J v(z)dz

- h + S -h
(6)

(T;, T~) are the components of the bottom frictional
stresses and are parametrized emprica1ly by a quardratic law
(G.I. Taylor [12]) relating bottom stresses to the depth mean
velocity

(7)

(8)

where r is a non-dimensional friction coefficient of the order
3xlO-2 •

The coefficient of horizontal eddy viscosity Ah is
directly proportional to grid size and inversely proportional
to water depth and ti mes tep. Cons i deri ng the Arabi an Gulf as
shallow water bOdYj the empirical value of the horizontal eddyviscosity is .1xlO m2s-1.

The tide in the model is generated by prescribing amplitu­
des and phases of tidal constituents at the open boundary.
Water levels as a function of time for each partial tide are
computed by

r,;( t) = A cos (at - d (9)

where A is amplitude, K is phase of incoming tide and a is fre­
quency.

The Corio1is force
reference sys tem is fi xed
moving through the space.
are considered only.

n results from the fact that our
to the earth, but the earth itself is
The effects in the horizontal plane

n = 2w sin</> (10)
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INITIAL AND BOUNDARY CONDITIOIJS

The solution of the system of equation (2-4) requires the
knowledge of initial and boundary conditions. There are two
types of boundary conditions:

1. Solid boundary (coastal line)

no-slip condition

U = V = 0

2. Open boundary (supposed joi ni ng 1i ne of the Gul f wi th the
Arabi an Sea).

Waterlevels are prescribed at every time step using
Eq.(9). t40reover, the velocity gradients in the normal direc­
ti on are zero.

~ = 0
an

As initial condition the values of waterelevation and
velocity components are taken to be zero at t=O.

NUMER ICAL IvlODEL

The system of hyperbolic partial differential equations
(2-4) along with initial and boundary conditions can be trans­
formed into a system of explicit finite difference equations by
replacing the space derivatives by the central differences and
time deri vati ves by forward differences. The system of expl i­
cit finite difference equations thus obtained is given in Elahi
[13], and is solved numerically by using the hydrodynomical­
numerical method. The area is covered by the spatial mesh of
39x54 computational points. The grid size is .167° = 18 Km.
Programs were written in FORTRAN IV. Computations were done on
personal computer PC-AT 368 with RM/FORTRAN compiler. The per­
sona1 computer i ncl udes the Hath Coprocesser 80387 and a hard
disk of 40 Mg. Graphic work was done by using GEOGRAF VER 4.0.

RESULTS AND ANALYSIS

Tidal elevations are plotted in the form of the tidal
charts for M2, S2, Kl and 01 and are given in Fig. 1,2,3 and 4
respectively. Special feature of the tide in the Arabian Gulf
is the existance of amphidromic points for all the major tides.
Two amphidromic points appears in case of the semi-diurnal
tides [,12 and S2' One amphidromic point appears for each diur­
nal tide Kl and 01' Location of the amphidromic points is the
position of zero amplitudes
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Tide Location of Amphidromic Points

M2 28°.15' N 49°.39' E
25°.00' N 53° .10' E

$2 28°.25' N 49°.10' E
25°.00' N 53°.02' E

Kl 26°.57' N 50°.40' E

01 26°.50' N 51°.10' E

The locations of the amphidromic points for 1<12, $2 and Kl
tides are compared with the charts constructed from experimen­
tal observations of tidal heights [l4] and these are in reaso­
nable agreement with each other. Patterns of the co-tidal and
co-phase lines are also quite similar. Results are also com­
pared with the observati onal data of rHO Ti dal Constituents
Bank [I5] at 18 different ti dal gauges around the coast of the
Arabian Gulf (Table 2). Around the coast of Bahrain the degree
of accuracy of the results is not very encouraging, whereas in
the rest of the Arabi an Gul f, ampl i tude and phases are repro­
duced with lila xi mum error of ± 10 cm, and :!: 5 deg. respect i ve1y.

The Chi -square goodness-of-fit test has been appl i ed to
asses the accuracy of the computed val ues wi th the observed
values. The results of this test are shown in Table 3. It is
evident that all the models fitted very well and the computed
results are not statistically significant from the observed
values.

P-val ue (d. f. ) 51gnlflcance

~12 ti de
Ampl itude 0.99 (32) not
Phase 0.99 (32) not

52 tide
Amplitude 0.59 (33) not
Phase 0.47 (34 ) not

Kl tide
Ampl itude 0.72 (34) not
Phase 0.99 (34) not

01 ti de
Amplitude 0.94 (36 ) not
Phase 0.99 (36) not

Table 3 Chi-square goodness-of-fit test results.
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No. PLACE Position M2 S2 Kl 01

N 0 C 0 C 0 C 0 C

FAO 29.58 48.30 82.4 85.6 25.3 27 .01 43.8 47.4 25.4 28.9
337.1 333.6 39.2 39.6 315.5 313.8 267.8 263.0

Shatal Arab Bar 29.50 48.43 84.1 74.7 28.6 27.5 49.7 49.3 29.8 28.2
30B.4 319.4 8.6 12.8 295.4 301.7 247.1 255.9

Khar9 Island 29.16 50.20 36.4 37.9 12.8 16.5 38.8 43.0 25.7 21.7
250.2 253.7 301.4 305.2 285.6 276.8 241.2 232.1

4 Mina Saud 28.44 48.24 42.0 45.2 14.0 15.6 43.0 39.8 27.0 23.8
336.0 337.6 34.0 26.1 305.0 310.1 259.0 261.3

Berrl 27.13 49.43 44.0 34.0 16.0 13.8 17.0 16.9 14.0 11.9
124.0 127.9 197.0 191.8 318.0 313.8 269.0 271.4

6 Mun1fa 27.35 48.54 22.0 17.3 8.0 6.4 31.0 24.3 21.0 15.4
100.0 105.0 167.0 172 .2 316.0 313.7 267.0 270.5

Asalu 27.28 52.37 51.2 53.1 17.0 21.5 23.8 33.1 11.9 13.6
120.0 115.5 162.0 162.5 168.0 170.5 138.0 134.3

8 Ras Al-Tannora 26.39 50.10 59.5 55.7 19.8 17.0 14.4 11.9 11.6 9.9
129.4 132.0 187.9 193.0 339.3 337.6 280.3 285.6

9 Henjam 26.41 55.54 74.0 73.0 25.0 28.6 29.0 31.3 20.4 19.5
320.0 323.4 7.0 5.4 88.0 94.7 70.0 71.8

10 Bander 26.33 54.53 59.7 58.7 22.6 24.1 32.6 35.9 21.9 19.8
346.0 351.5 27.0 34.5 127.0 123.8 89.0 88.3

11 Sibl Isthmas 26.12 56.24 67.0 67.7 25.0 26.9 22.0 18.5 16.0 15.6
316.0 313.7 364.0 355.5 78.0 77.0 70.0 6B.l

12 Banda r Abba s 27.11 56.17 100.0 97.0 36.0 35.1 33.8 34.7 20.7 22.6
298.0 310.0 334.0 340.1 64.0 70.6 52.0 57.7

13 Jazlrat Slrri 25.54 54.33 39.0 43.8 14.5 18.6 24.5 32.5 17.6 17.8
350.8 356.5 39.1 43.4 137.1 138.8 87.0 94.9

14 Khor Khwair 25.58 56.03 54.0 58.0 20.0 24.4 13.0 16.8 16.0 15.6
326.0 324.8 1l.0 4.9 111.0 110.5 88.0 76.5

15 Ras Al Khajmah 25.48 55.57 62.0 62.4 20.0 23.03 21.0 21.7 16.0 14.9
326.0 319.1 10.0 8.2 89.0 94.4 84.0 80.4

16 Umm al Qaywan 25.22 55.23 44.0 44.5 17.0 19.2 23.0 23.8 16.0 15.1
353.0 347.7 39.0 31.8 144.0 153.3 102.0 97.7

17 As Shariqah 25.22 55.23 44.0 44.5 17.0 19.2 23.0 23.8 16.0 15.1
353.0 347.7 39.0 31.8 144.0 153.3 102.0 97.7

18 Port Rashid 25.15 55.16 44.2 43.19 15.9 19.0 22.0 26.0 16.0 15.5
353.1 351.47 41.4 35.0 151.0 156.9 97.3 99.5

Table 2: Comparison of Computed (C). observed (0). Key: Above
value represent amplitude a (em) and below value
Phase (K) of the Major Tidal Constituents.
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Notations

u,v

H

r

R

t

w

components of vertically averaged velocity in the A
and ep directions, resp. [ms-1]

water elevation em]

coefficient of horizontal eddy viscosity [m 2s-1]

acceleration due to gravity [ms-2]

mean water depth em]

= h + d actua1 depth) Em]

bottom friction coefficient

radius of the Earth Em]

time [s]

geographical longitude and latitude

angular velocity of the Earth's rotation [s-l]

horizontal Laplacian operator [m-2]
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Fig. 1: M2 - tide in the Arabian Gulf. Co-range lines (--) in em
and co-tidal lines (...) in degree.

Fig. 2: 52 - tide in the Arabian Gulf
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Fig. 3: f{1 - tide in the Arabian Gulf
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Fig. 4: 0 1 - tide in the Arabian Gulf



Numerical Modelling of Tidal Motion in the
Southern Waters of Singapore
H.-F. Cheong, N.J. Shankar, C.-T. Chan
Department of Civil Engineering, National
University of Singapore, 10 Kent Ridge Crescent,
0511 Singapore

ABSTRACT

Numerical modelling of tidal hydrodynamics in coastal seas has
reached the level where it is now possible to obtain very
reliable predictions of tidal currents, flows and water levels.
The application of a nested computational technique allows for
tidal motions in the coastal waters to be solved up to a
reasonable degree of resolution. The technique involves an
in-depth study of the selected sub domain in the overall
problem domain utilizing the boundary data generated from a
global/regional model covering a much larger area. This has
been made possible on the PC due to the spectacular development
in speed, memory capacity and reliability of such computers.

This paper describes in detail the development of a regional
spatially two-dimensional numerical tidal hydrodynamics model
(1km x 1km grid) involving an alternating explicit and implicit
finite difference method suggested by Stelling (1984). The
regional model is rigorously calibrated and validated using a
14 day spring-neap cycle of tidal levels and current
measurements obtained from several field stations. A finer
grid nested model 2DEAST (with mesh size 125m x 125m) is also
developed using the boundary data generated by the regional
model. The finer grid model is further validated with recent
field measurements and the results of the simulations and field
experiments are presented.

INTRODUCTION

Singapore lies in a low wave energy environment being protected
by the Malaysian peninsula in the north, Sumatra in the west
and the Rhiau Archipelago in the south. The maximum wave
height recorded in the coastal waters is about 1 m with a
period of 2.5 to 3 seconds. (Chew, 1974). However, tidal
fluctuations in the Singapore Strait has been found to be of
the order of 2.5-3.0 m during springs and 0.7-1.2 m during
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neaps. These tidal occurrences are semi-diurnal with a strong
westerly stream and a strong easterly stream within a day.
Velocities of the associated tidal streams vary from about
0.5-1.0 m/s in the open waters of the Singapore Straits to as
much as 1.5-2.0 m/s in constricted channels between islands.
In view of the large variations in tidal elevations and the
associated currents in the coastal waters, careful evaluation
of tidal characteristics has become essential for the
successful planning, design and implementation of large scale
coastal engineering developments such as land reclamation.

It is known that many numerical methods for the
approximation of the shallow water equations (SWE) have been
developed and well documented in the literature. One of the
leading and efficient finite difference method (FDM) for
practical problems of SWE is the method proposed by Leendertse
(1967). A method which has been reported to be stable, robust
and accurate is the finite difference scheme developed by
Stelling (1984). The numerical model presented in this paper
is based on the numerical scheme introduced by Stelling (1984).

NUMERICAL MODEL

The governing SWEs referred to a rectangular coordinate system
with x and y as horizontal axes are given as follows:

au au au - fv + a<: (u2+ v2 )1/2
- vvr2u F lx )

at + u- + v- gax + guax ay
C2 (d+<:)

av av av + fu + a<: (u2+ v2 )1/2
- vvr2v Fly)

at + u- + v- gay + gvax ay
C
2
(d+<:)

a<: + a(Hu) + a(Hv) = aat ax- BY

(1)

(2)

(3)

where u,v = depth averaged velocity components in the x, y
directions respectively, <: = water elevation above a plane of
reference (mean'sea level), d = water depth below a plane of
reference (sea bed profile), f = Coriolis force, v = eddy
Viscosity, g gravitational aG~eleration, C = Chezy
coefficient for bed resistance, F x, Fly) = external forces
(eg. wind stress) in the x, y directions respectively.

The solution of Eq. 1 to Eq. 3 is achieved numerically using
an alternating direction implicit method. The finite
difference approximations are based on a fully staggered grid
scheme shown in Fig.1 where the integer indices "m" and "n" run
from 1 to the respective limits of the computational domain.
All space derivatives are approximated by central differences
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except for the cross-advective terms 8u/8y and 8v/8x, which are
approximated by a weighted central difference (explicit) and a
second order upwind difference (implicit). The complete forms
of the two-stage finite difference method are given below.
Verification of the stability conditions for this complete
nonlinear set of equations is very complex indeed and can only
be ascertained through experience.

In the computational scheme, for a variable A at node (m,n)
and time step k, the following nomenclature is used.

A
ox

A
oy

A

[Ak - Ak ]/~x (simple difference along x)
m+1/2,n m-1/2,n

[Ak - Ak ]/~y (simple difference along y)
m, n+1/2 m, n-1/2

[Ak + Ak ]/ 2 (simple average along x)
m+1/2,n m-1/2,n

[Ak + Ak ]/ 2 (simple average along y)
m,n+1/2 m,n-1/2

[A
k

+ A
k

+ A
k

+ A
k

]/4
m+1/2,n+1/2 m-1/2,n+1/2 m+1/2,n-1/2 m-1/2,n-1/2

(4)

(5)

(6)

(7 )

(8 )

Stage 1:

At (m+l/2,n)

[0] k [0)
u = u, v

for p 1, 2 and q = 1, 2, ... Q;

-- x
[u[q) - Uk ]/(T/2) + u[q) (Uk)

ox
+S (~k+1/2,uk) _f~k+1/2
oy

a (9)
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where

yk+l/2 (uk + 4u -4uk _uk )/(12lly)
m+l/2,n m+l/2,n+2 m+l/2, n+l m+l/2,n-l m+l/2,n-2

(10)

=k+l/2
y
m+l/2,n

(yk+l/2 + yk+l/2 + yk+l/2 + yk+l/2 )/4
m,n+l/2 m+l,n+l/2 m+l,n-l/2 m,n-l/2

(11)

k
U

oxx
(Uk )

m+l/2,n oxx
[Uk
m+3/2,n

- 2 Uk
m+l/2,n

+ uk )/(llX)2
m+l/2,n

(12)

k
U
oyy

(Uk ) =[u
k -2

m+l/2, n oyy m+l/2, n+l

k
U +
m+l/2,n

(13)

At (m,n+l/2)

--y
+ yk(y[pl) + S

Oy +x

=k [l =k[u ,y p ,s(p+p')] + f u

where

C' =k [pl
S, (u ,y ,s) at (m,n+l/2)

+x

y [pl ]
oyy

o

(14)

Uk (3y[P-l+sl
m,n+l/2 m,n+l/2

4y[p-l+sl + y[p-l+sl ]/(2llx)
m-l,n+l/2 m-2,n+l/2

if
=k
U > 0
m,n+l/2 (15)

Uk (-3Y [p-s 1
m,n+l/2 m,n+l/2

+ 4y[P-l+sl
m+l,n+l/2

y [p-sl ]I ( 2llx)
m+2,n+l/2

if
=k
U <0
m,n+l/2

(16)
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(17)

fO,
p'= 1

1,

=k
U

m)n+l/2

m,n

m,n

(Uk + uk
m+l/2,n+l m+l/2,n

k
+ U
m-l/2,n

+ Uk )/4
m-l/2,n+l

( 18)

(19)

(y[P-l+S]

m+l,n+l/2
- 2 y[p]

m,n+l/2
+ y[p-s] )/(~X)2
m-l,n+l/2

(20)

y[p]

oyy
(y[p]

m,n+3/2
- 2 y[p]

m,n+l/2
(21)

At (rn,n)

[<:;;[q] _ <:;;kl/(T/2) + <:;;[q-l] (u[q]) + [h y u[q]]
ox ox

Stage 2:

At (rn+l/2, n)

° (22)

[0] k+l/2
u = U ,

[0]
y

for p = 1, 2 and q = 1, 2, ... Q;

-- x
[u[p] - Uk + 1 / 2 ]/(T/2) + U k + 1 / 2 (U[p]) + S [~~+l/2U[~ls(p+p')]

ox +y

f
=k+l/2 ,..k+l/2 [pl [(=k+l/2)2

- y +g", + gu Y +
ox

° (23)
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where

yk+l/2 (3u [p-s]
m+l/2,n m+l/2,n

4u [p-s]
m+l/2,n-l

+ U[p-S] ]/( 26x)
m+l/2,n-2

if ~k+l/2 > 0
m+l/2,n (24)

yk+l/2 (-3u [p-1+s] + 4u [p-1+s]
m+l/2, n m+l/2, n m+l/2, n+l

U [p-l+s] ]/ ( 26x)
m+l/2,n+2

if

s =

=k
Y < 0
m+l/2, n

[1+ (-1 )P+P']/2

(25)

(26)

r-
if L Y

k
> 0

p'=
m,n

1, if L Y
k
~ 0

m,n

(27)

=k+l/2
y
m+l/2,n

(yk+l/2 + yk+1/2 + yk+l/2 + yk+l/2 )/4
m,n+l/2 m+l,n+l/2 m+l,n-l/2 m,n-l/2

(28)

[-] (U[P-l+S] -2 u[p] + u [p-s] )/(6y)2U
oyy m+l/2,n+l m+l/2,n m+l/2,n-l

u[p] (u[p] - 2 u[p] + u[p] )/(6x)2
oxx m+l/2,n+l m+l/2,n m+l/2,n-l

At (m,n+l/2)

(29)

(30)

+ S [~~+1 yk+l/2]
ox

_ V[yk+l/2 + yk+l/2]
oyy oxx

o (31)
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where

~+1 (Vk+1/2 +4vk+1/2 _4Vk+1/ 2 _Vk+1/ 2 )/( 12t.x) (32)
m,n+l/2 m+2 n+1/2 m+1,n+1/2 m-l,n+1/2 m-2,n+1/2

=k+1
Um,n+1/2

k+1/2
V
oyy

= (uk+1 +uk+1 +Uk+1 +Uk+1 )/4
m-l/2, n+1 m+l/2, n+1 m+l/2, n m-1,n

(Vk+1/ 2 _ 2 Vk+1/ 2 + vk+1/ 2 )/(t.x)2
m,n+3/2 m,n+1/2 m,n-1/2

(33)

(34)

k+1/2
V
oxx

( v k +1 / 2

m+1,n+1/2
- 2

k+1/2
Vm,n+1/2

+ vk+1/ 2 ) / (t.xJ 2
m-1,n+1/2

(35)

At (m,n)

(36)

where

o (37)

[v[q)
m,n+1/2

- v[q) }/(t.y)
m,n-1/2

(38)

At stage 1, Eq. 14 is an implicit equation and it is solved
column by column (y axis) proceeding along the dominant flow
direction of u. If the sign of u is constant, then Eq. 14 is
solved in one sweep, otherwise a second iteration is necessary
sweeping in the opposite direction. After Eq. 14 is solved,
Eq.9 and Eq. 22 are solved. Since these two equations are
coupled implicitly, they are solved simultaneously. By
substitution of Eq. 9 at nodes (m-1I2,n) and (m+1I2,n) into
Eq. 22 at node (m,n), the implicit equations are tri-diagonal.

At stage 2, Eq. 23 is implicit and is solved similarly as
Eq. 14. The coupled implicit equations Eq. 31 and Eq. 37 are
solved according to Eqs. 9 and 22. By solving Eqs. 9, 14, 22,
23, 31, and 37 in the sequence Eqs.14, (9 & 22), 23, (31 & 37),
the computer implementation needs only one array per dependent
variable (u, v, () and one working array of the size of the
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member of ·C points· of the grid.

Two different types of boundary conditions are encountered
in the computational domain. A closed boundary is referred to
physical or existing land-water boundary for which the velocity
component normal to it is taken to be zero. An open boundary
is a water-water boundary judiciously chosen to restrict the
extent of the domain. The boundary conditions are
mathematically given by

u fU (t)
.1

C fC(t)

u 0
//

B(u )/Bn 0
//

for a velocity boundary

for a water level boundary

(39)

(40)

(41)

(43)

where u.l' u// velocity normal and parallel to the open

boundary respectively, fU(t), fC(t) = velocity and water level
at the open boundary.

APPLICATION

Regional Model

The testing of 2DTIDFLO commenced with the establishment of the
regional hydrodynamics model. The computational domain of the
regional model covers an area of 107 km by 72 km with a grid
size of 1km as shown in Fig.2. The model calibration and
verification processes were carried out based on 14 days
spring-neap tidal cycle involving field measurements in August
1978. The calibration period covered the spring tide
conditions between 1200 hrs 5 August 1978 to 0000 hrs 8 August
1978 whilst the verification period covered the neap tide
condi tions between 1000 hrs 12 August 1978 to 2200 hrs 14
August 1978. The calibration process involved a series of test
runs with adjustments of the Chezy resistance coefficient C,
the eddy viscosity coefficient and the numerical time step.
The model was operated with the water levels prescribed at the
four open boundaries with data supplied by the Port of
Singapore Authority (PSA). The optimum model parameters were
finally calibrated as follows:- Chezy C =65 m1/ 2 /s, eddy
viscosity v = 10 m

2
/s and ~t = 10 minutes.

Six tidal stations and three current stations with
continuous field recordings were used to examine the numerical
resul ts. The locations of these stations are shown in Fig.2.
The results of the computed water surface elevations are
depicted in Fig.3 to Fig.4. It can be observed that the
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simulated and measured water surface elevations at all the
tidal stations showed very good agreement for the calibration
and verification runs. The magnitudes and the phase of the
water surface elevation were well simulated for the spring and
neap tide conditions. Minor deviations of tidal variation can
be observed from the comparisons of the results at station
Kepala Jernih. These discrepancies may be attributed to the
coarse grid approximation error near the Indonesian island
group.

The difficult part in the model calibration and verification
processes 1s that of achieving accurate simulation of tide
induced currents with regard to both magnitude and direction at
the selected stations. As can be observed from Fig.5 and
Fig.6, although good correlation is obtained between the
computed and measured currents at all the 3 stations, the
degree of agreement is inferior to that obtained for tidal
elevations. While the current directions are simulated
satisfactorily, the computed magnitudes are relatively lower
than the measured values. Possible reasons for this deviation
could be the coarse grid resolution and the association of
stronger current with mid-depth measurements as compared to the
depth averaged values obtained numerically.

It was found in the calibration runs that current magnitudes
were relatively more sensitive to the Chezy parameter C than
the eddy coefficient v. An increase in the Chezy value would
lead to measurable increase in estimates of the current speeds.
The calibrated Chezy C of 65 appears to be consistent with
Manning sea bed roughness in the clayey silt range. The Chezy
C may be related to the Manning coefficient according to

C = l/n H1/ 6

where n is the Manning nand H is the water depth. It 1s
obvious that a successful calibration will require a changing
Chezy C to reflect the varying bottom roughness due to changing
water depths. However, very little is known between Chezy C
and the form roughness offered by the sea bed variations.

The eddy coefficient is treated as a semi-empirical factor
describing the effects of non-uniform vertical velocity
distributions and is kept low to fulfill the requirement of the
nearly horizontal flow assumption. Because of its
insignificant influence upon the computed water level and
current magnitudes, a value of 10 m

2
/s was adopted. This value

posed no numerical difficulty for the present coarse grid­
large time step regional model.

Simulation runs were also carried out on a set of input
tidal package and field measurements covering the period 0000
hrs 17 February 1987 to 1200 hrs 23 February 1987. The tidal
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level and current histories obtained are shown in Fig. 7a, 7b &
7c. It can be observed that the computed water levels compare
very well with the measurements taken at Tanjong Pagar
Terminal. However, the simulated tidal currents at CUR2 and
CUR5 show a consistent under-estimation. Good agreement of
current directions are observed. Fig.8 shows the velocity
field in the coastal waters of Singapore at 2100 hrs, 5 August
1978.

Nested model-2DEAST

Following the successful simulation with the coarse grid
regional model, a nested model 2DEAST is established within the
2DTIDFLO so that a more detailed picture of the tidal streaming
pattern can be obtained. 2DEAST encompassed an area 24km x 12
km covering the southeast coast of Singapore coastal water as
shown in Fig.2. A grid size of 125m x 125m is used to obtain a
better discretization of coastline geometry and sea bed
bathymetry. During the execution of the numerical nested model
2DEAST, no further adjustment of numerical coefficients were
needed. Although it would be reasonable to reduce the
magni tude of eddy coefficient in the finer grid model for
similar dispersion representation as in the coarse grid model,
the reduction in the value has been found to have very small
effects in the results.

Figs. 9a, 9b & 9c depict the time history output of 2DEAST.
In Fig. 9a, the comparisons between the computed water levels
in 2DTIDFLO and 2DEAST and field measurements show excellent
correlation. The results also portray a consistent agreement
with the regional model simulated currents for both magnitude
and direction. (Figs. 9b & 9c) Circulation pattern around the
southern coastal waters for a certain tidal phase is also shown
in Fig. 10.

CONCLUSIONS

A numerical model for tidal hydrodynamics has been developed
and successfully applied to Singapore coastal waters. The
finite difference method proposed by Stelling (1984) has proven
to be a suitable choice in view of its state of the art
modelling techniques and its excellent performance in
simulating the tidal behaviour in the coastal regions of
Singapore.

The good results obtained from the regional and nested model
simulations undoubtedly indicate that the model is capable of
predicting the characteristics of tides and currents in a
coastal region with complicated geometry. Considering the
required computational labour per timestep and the adaptability
of the method for large timestep integration without numerical
instability as demonstrated in the regional model simulations
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with ~t = 10 minutes and ~s = 1 km, the model is considered to
be efficient and sufficiently accurate for practical
application in coastal hydrodynamics modelling.
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SECTION 3: SHALLOW WATER CIRCULATION
AND CHANNEL FLOW
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ABSTRACT

A numerical model has been developed capable of
predicting tidal flows in the southern North Sea. The
model solves the depth-integrated equations of motion
using an implicit finite-difference scheme on body­
fitted coordinates. viscous dissipation and
wetting/drying processes are represented in detail.
The calibration and validation procedures are
presented and numerical results discussed.

INTRODUCTION

The southern North Sea basin contains a wide variety
of mobile bed forms, such as banks, waves, flats and
pits. Sediment movement near the East Anglian and
Dutch coasts is intimately connected to the prevailing
wave conditions and the tidal currents. In
particular, the role of residual currents in the
evolution of the East Anglian coastline has been
highlighted by Robinson [11]. Evidence for sediment
circulation patterns in the nearshore region has been
reviewed by Carr [3]. A complete picture of the roles
of tides and waves on sediment transport is yet to be
determined. The present paper descr ibes the
development of a model designed not only to provide
tidal currents, but also to map the nearshore tidal
residuals along the Anglian coast.
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MODEL EQUATIONS

Attention is restricted to small domains, so that the
tangent plane approximation is valid. Vertical
variations in fluid density are neglected, so
stratification effects are not represented. At the
upper and lower fluid surfaces kinematic boundary
conditions are imposed, for zero advective flux. The
depth integrated continuity equation is then:

(Hp)t + V.(Hp<u» = 0 (1) ,

where H is total depth, p is density, u is fluid
velocity, t is time and angle brackets denote a depth
mean quantity.

Using the hydrostatic approximation, (see eg.
Pedlosky [9]), conservation of momentum implies:

+V. [H«T>-p<u'u'» ]+Ts-Tb (2) ,

where T is the viscous stress tensor, Ts and Tb are
boundary stresses, u' = u-<u>, g is the acceleration
due to the Earth's gravity, ry is fluid elevation of
the free surface above zero datum and ~ is the Earth's
angular velocity. Atmospheric pressure is assumed
uniform over the model domain. Now assume an enhanced
viscosity tensor, r, may be defined, such that

r.(V<u>+(V<u»T) = <T> - p<u'u'> (3),

where the superscript T indicates matrix
transposition. Equations (1) and (2) are closely
analogous to the equations governing flow of a
compressible fluid, with variables transformed as

(p, u, p, J..L) -+ (Hp, <u>, ry, Hr) (4),

where p is pressure and J..L is viscosity. The principle
difference is that the elevation gradient (cf. the
pressure gradient) is multiplied by the weight of the
fluid column. Also there are extra source terms
representing boundary stresses and density gradients.
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This analogy is the key to the solution strategy.
The base computer code is a well established, general
purpose finite-difference Navier-stokes solver, (see
Burns &Wilkes (2), with the following features: the
temporal discretisation uses unconditionally stable
backward differences; the equations are solved on a
boundary fitted, non-orthogonal, collocated grid,
using a coordinate transformation approach; and within
each time step the coupled equations are solved
iteratively using the SIMPLEC algorithm, modified to
account for the factor Hgp in the elevation gradient
term. The solution procedure then comprises iteration
of the following steps until a converged state is
reached:

i) solve equation (2) with horizontal components of
<u>,

ii) solve an elevation correction equation derived
from equation (1) assuming a linear relationship
(derived from equation (2» between <u> and ry.

iii) update variables <u>, ry and pH.

PHYSICAL PROCESSES

is of particular
drying of inter­
The following

3)

2)

4)

5)

Wetting/Drying
The flow in the nearshore regions
interest and thus the wetting and
tidal areas must be represented.
algorithm has been developed:
1) impose a lower bound of 10-Z0kg/mz on areal

density Hp;
define a wetness function X to be zero if areal
density is not greater than 20k~/mz, and one if
it is not less than 80kg/m, with linear
variation in between; then impose zero velocity
if X < ~;
if X < 1 add a non-negative source term to the
elevation correction equation, such that the
nett mass outflow does not exceed the mass
available at the end of the preceeding time
step;
define cell face wetness Xr as the wetness of the
neighbouring cell with the greater surface
elevation, then multiply coefficients of the
elevation correction equation by Xi;
use Xi as a weight factor when calculating the
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2S-centred elevation gradient as a weighted mean
of lS-centred values;

6) if Xr < 1 suppress mass flow across cell faces
with adverse elevation gradients;

7) during the iterative solution procedure, apply
under relaxation to the wetness functions.

Bed stress
The frictional force at the sea bed is assumed to be
related to velocity at the bed. For a quadratic law:

(5) ,

where C is the stress coefficient and ub is fluid
velocity at the bed. The latter is evaluated using a
modified version of the spectral technique described
by Davies [4]. The vertical variation in velocity is
expanded as a cosine series:

u l (x,y,z,t) = Ek ak(x,y,t)cos(nk(z+h)/H) (6),

where a k are the series coefficients, x, y and z are
spatial coordinates and h is the depth of the bed
below datum. The following equations for the series
coefficients are now obtained, by multiplying the
three-dimensional momentum equation by the basis
functions, then integrating:

It has been assumed that advection and horizontal
shear are negligible, that effective viscosity for
vertical shear, ~v, is independent of depth and that
p is uniform. This equation contains no spatial
derivatives and may be solved, after discretising the
temporal derivative using a backward difference, for
each horizontal component of each coefficient, in
terms of other flow variables which are either known
or become known as the iterative solution procedure
progresses. Equation (7) is solved for a finite
number of ak I s, (corresponding to vertical modes),
which are then used in (6) to calculate Ub.

BOUNDARY CONDITIONS

The model is driven by tidal elevation and depth mean
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normal velocity, <un>, prescribed at open sea
boundaries. The primary driving force is the tidal
elevation, the normal velocity being used to define a
radiation condition, (see ego Davies & Flather (5).
The boundary conditions are determined from a sum of
the five predominant tidal constituents: M2, 52' N2, 01
and K1 • The Greenwich amplitude and phase of each of
these constituents were obtained from the Proudman
Oceanographic Laboratory (POL), from their British
Isles model, (see ego Flather (6). To illustrate the
procedure, consider the tidal elevation at a point
(x,y), this is given by

1](x,y,t) = LiAif;Cto)cos(e;Ct,to)+u;Cto)-gd (8),

where Ai and gi are the Greenwich amplitude and phase
of the i'th tidal constituent at (x,y), e i is its
instantaneous phase, f i and ui are the amplitude and
phase of the nodal modulation and to is the instant of
local mean time corresponding to the central time t =
o of the model run.

Two grids were prepared: a fine grid (394 x 104
cells), and a coarse grid (78 x 20 cells) which is
shown in Figure 1. In the coarse grid, at the start
of each time step, the summation equation (8) is
performed for 1], and similarly for <un>' for each of
the 75 boundary points (73 at the eastern boundary and
2 across The Channel). A second order accurate four
point bivariate scheme, Abramovitz & 5tegun (1), was
used to interpolate the boundary data on to the body
fitted mesh.

The bathymetry is defined in terms of the mean
bed depth for each cell. Data was obtained from
Admiralty charts and nearshore bathymetric surveys.
The number of data points (in excess of 170000) was
large compared with the number of grid cells.
Thyssen 's polygon method was used to determine average
bathymetry values.

CALIBRATION AND VALIDATION

Calibration and validation are two distinct steps in
a modelling study and they serve separate objectives.
Calibration is the process of tuning a particular
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model by altering various parameters in order to
obtain the best fit between modelled and observed
results for a specific problem. Validation is the
demonstration that the calibrated model provides good
results when compared against data which is
independent from that used in the calibration stage.

Calibration
The calibration procedure included changes to the bed
stress calculation and to the boundary conditions, but
specifically excluded any modifications to the
bathymetry or the use of viscosity. The bed stress
can be changed by altering the bed stress law (linear
or quadratic), the coefficient C (in equation (5»
and/or the number of vertical modes.

The calibration methodology was as follows:
Initially, only M2 was used to drive the model. Both
bed stress and boundary conditions were altered until
satisfactory results were obtained. The bed stress
formulation was then fixed and calibration of the
remaining constituents was performed, adding one
constituent at a time, by altering the boundary
conditions only.

The above procedure relies upon quasi-linear
behaviour, to the extent that it will be most
successful when the addition of extra constituents
does not sUbstantially alter the amplitudes and phases
of existing constituents. To this end, the
constituents are added in order of diminishing
relative importance; M2t S2t N2 , 01' Kl •

Model elevations and velocities were calibrated
against detailed spatial descriptions of each
constituent as prepared by POL [7]. Positions of
amphidromic points were well captured and constituent
amplitudes agreed to within 10% or better throughout
the model domain. The phases were in agreement to
within 10 to 15 degrees, except in The Wash and the
Thames Estuary. These are regions in the coarse grid
which are not well resolved in comparison with the
rest of the east coast. Tidal currents were
calibrated via tidal ellipse parameters, a very
stringent test. The maximum (major semi axis length)
was within 10% over the model domain for the two
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dominant semi-diurnal constituents. The direction and
phase of the maximum showed good levels of conformity
against the observational data. Comparison of the
minimum (minor semi axis length) was less good,
particularly near the Dutch coast where grid
resolution is poorest.

Calibration of the coarse grid was obtained for
quadratic bed stress law with two vertical modes and
a bed stress coefficient of 0.0025. The time step was
15 minutes, with the transition from wet to dry
beginning at a water depth of 8 centimetres and ending
at 2 centimetres. Horizontal viscosity, r, was zero.
The wetting/drying algorithm outlined above proved
reliable and exhibited negligible oscillatory
behaviour, see Figure 2.

validation
Tide gauges were deployed at a number of sites along
the East Anglian coast for one month. Tidal velocity
data were gathered from ship-borne current meters.
Results from the measuring stations were compared with
those at the nearest model grid cell which remained
wet at all times. Figures 3a & b show a comparison,
typical of all constituents, of model and
observational elevation data for the amplitude and
phase of tidal constituent M2 • If agreement were
perfect all the points (representing different
locations) would lie on a line inclined at 45 degrees
to the vertical. The ±0.23m lines are marked on the
amplitude plot (corresponding to 10% for the largest
amplitudes), and the ±15 degrees lines are drawn on
the phase plot. Agreement is good for results
predicted by a depth-integrated model. Locations at
which the largest discrepancies occur are in sheltered
estuaries, which are not well resolved by the coarse
grid, and where stratification may be significant.

Published data on experimentally determined tidal
residual currents is scarce. However, the residual
tidal currents computed over a 32 day period (Figure
4), agree well in both magnitude and direction with
previous numerical studies, ego Nihoul & Ronday [8]
and Prandle [10]. These in turn were in good
agreement with observed residual flows and thus we may
infer that the present model is also in good agreement
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with observations. Furthermore it provides an
improved descr iption of the nearshore current
residuals through the body-fitted mesh and inclusion
of wetting/drying processes. A 32-day simulation
takes 48 hours CPU time on a Hitec10 workstation.

DISCUSSION

A depth-integrated finite difference model has been
developed, calibrated and validated for tidal flow in
the southern North Sea. It includes detailed
representation of viscous dissipation and wetting and
drying, important in determining the characteristics
of near shore flow. The model has been used to
calculate tidally induced residual currents, from
which inferences can be made about the long term
sediment transport patterns along the East Anglian
coast.
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Comparison of elevation data from the
model and observations for the
amplitude of tidal constituent M2 at a
number of coastal measuring stations.
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Modeling Man Made Channels Between Sea
and Coastal Lagoons
L. Traversoni
Universidad A utonoma M etropolitana, Iztapalapa,
Division de Ciencias Basicas e Ingenieria,
Departamento de Ingenieria de Procesos e
Hidraulica, Mexico D.F., Mexico

ABSTRACT

Construction of artificial channels between sea and
coastal lagoons is a common practice in Mexico in order
to improve fisheries or for navigation purposes. However
consequences of such channels are still being studied.
Our model intends to be a practical contribution to this
subject and is devoted specifically to the channel itself
and its surroundings.

INTRODUCTION

Sand barriers separating coastal lagoons from the sea are
generally formed due to several phenomena the most
important of them are ne~ shore sea currents interacting
with alluvial deposits coming from rivers.

When a channel is excavated opening a communicat ion
between sea and the lagoon, natural equilibrium is broken
driving the whole system to an unsteady state that tends
to reach a new equilibrium point that can be restored to
the previous conditions or move to a new condition.
Generally, nei ther of them is convenient for men use so
unsteady conditions must be maintained. Trying to achieve
such a purpose several act ions are· generally used such as
bui lding barriers into the sea to protect the mouth of
the channel, reinforcing the sand walls of the channel or
re-excavat ing it. Studies I ike bui lding a physical model
are too expensive. Those actions are generally taken
empirically.
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FOCUSING THE PHYSICAL PROBLEM

We wi 11 assume some basic hypothesis emphasizing some
phenomena and neglecting others. The assumptions are

1) Sea waves incident in the shoreline are the main force
acting in the model

2) Currents, due to such waves are mainly parallel to the
shore1 ine.

3) Other relevant currents are due to tides or to
periodical fluvial floods coming outland.

4) Sand characteristics are homogeneous in the zone.

The main phenomena to be modeled are then wave
refraction, reflection and diffraction; currents and
sediment deposition and removal.

MATHEMATICAL MODEL

As there are many empirical :formulas which describe the
phenomena we choose' the most commonly used and
implemented them all in order the user can elect the one
he thinks suits the phenomena best.

Refract ion

When the waves arrive to shallow waters refraction
deviate them to be parallel to the main bathimetric
lines, to calculate such deviation we use Snell law:

where

sin 0:

sin 0:0

L
La

Cd
CO

2nd
tgh -L-

0: ••.• refracted angle
0:0 .•.• incidence angle

Co celerity of the incident wave
Cd celerity of the refracted wave

Lo incident wavelength
L refracted wavelength

d ..... depth

The energy of the Wave will be calculated using the
re lat ion :
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1 2 Lo
8" '¥ Ho bo T

where

Ho the height of the wave in deep waters
H the height of the wave in shallow waters

bo .... distance between· two arbitrary stream lines before
refraction

b .... the same distance after refraction

Making some operations we obtain the formulas :

boLo
bL

we name ;

H
Ho

jbO
b

j cos'a:o
cosa

Kr refraction coefficient

arcsen(C/Co sin ao)

then

jLo'
L

Ks bottom coefficient

H Ho Kr Ks

Diffraction

We use the well known formula by M. Larras ( A. Frias [11
) :.

HI'
Hm = III

where :

8a
arcotgT{ [ HI -

HI 80: ] e-4r/LIn: arccotgn

Hm ., .. height of the diffracted wave
r .... distance from the point being measured to the

source of the diffraction
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Sediment Transport

We also use other empirical formulas to calculate the
sediment transport

As there are many empirical formulas we implemented in
our program several of them in order the user can elect
one:

CERC Formula

S A Ea

Where:

here

S
3Littoral transport (m /seg/m

Ea = Eo Krbr senepbr cosepbr

Eo = 1/16 p g H6 Co
Krbr .... refract ion coeff i c i ent

epbr .... angle between the top of the wave and the
shorel ine

Ho height of the wave in deep waters
Co celerity of the wave in deep waters

A .... proportionality constant approximately 0.02

J. Larras and R Sonefille

Q f(,o,O) H/T sin
7

8
IX

where

0.00175 (3500-=0__ ) [
0 4 + 2

11 -.0 )
10

o .... grain size in mm
,0 .... svetlex rate of the wave in percent

Q ., .. sediment volume m3

T .... wave period in seconds
IX ., •• angle between the wave front and the shoreline

Bijker ( Delft (21)

Sb = SO.r;:-- ~ exp [

in this case:

-0.27 t. 0 P g_ )
Jl "t"cw

Sb .... sediment tr-ansport in th~ bottom (m3 /m/seg)
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B .... addimensional coefficient = 5
o .... average diameter of the sediment particles

g .... acceleration due to gravity
v ., .. average velo:ity of the current

C Chezy coefficient
r bottom roughness

h .... depth
~ .... sediment relative density

ps-pw
pw

pw .... water density (kg/m3
)

~ .... buckle coellicient = (C/C' )3/2

C' Chezy coelficient for D90 instead of r as in C
Tcw shear velocity under the combined effects of waves

and current

The idea is that in each particular circumstance one
formula could be better than the other for the user so he
can elect one or even put one due to himself.

THE NUMERICAL INTERPRETATION

No mat ter which of the different combinat ions of
empirical formulas we choose there is st ill the problem
of how to use them in a numerical enVironment, to do
this we must make some assumptions:

1) We are deal ing wi th a local phenomena reduced to the
mouth of a lagoon (or of the channe 1 communicat i ng it
with the sea) and its surroundings.

2) Our main purpose is to simulate what happens with the
channel and the sand wall between sea and the lagoon, the
other related phenomena are simulated with other program
of which this is only a server devoted to calculate a
very important bordering condition.

3) Balance of sediment transport is one of the most
important problems to deal wi th because we assume that
changes happen very quickly and are very correlated; for
example an accumulation of sand means shallower
condi t ions and therefore increments in refract ion and
even the beginning of diffraction in some places.
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Discretization

Always when we use numerical methods our continuous
phenomena must be discretized in order to make the
calculat ions, triangular and quadri lateral elements are
the most commonly employed when this happens. Neither of
them has been chosen by us, we swi tched to what we think
is a "smoother" discretization method because it improves
approximation: Covering Circles.

Covering Circles some definitions

If we have a set of points V in a plane ( for example in
our case the points where we have measurements of our
variables ); there exists a set t;' of circles we called
"Covering Circles" (Traversoni (31) such that:
1) Every point of V belongs to the circumference of some
circle of t;'.
2) There is no point of V inside any circle of t;'.
3) Every circle of t;' can be determined by at least a set
of 3 points of V .

This concept is closely related with other well known, we
can note that the centers of the Covering Circles are
vertices of the Voronoi tiles of the set V and that every
Covering Circle circumscribes a Delaunay triangle.

When triangles or quadri laterals are used all the zone
covered by them has the property that every point of the
plane on it bell:mgs to one and only one triangle or
cuadrilateral, except in the case they are in the sides
or they are vertices. Knowing that when the value in a
new point is needed, we know it belongs to for example to
one triangle and we interpolate with the vertices of that
triangle if our interpolation is linear or with other
points, all belonging to the triangle if what we want is
cuadratic or higher order interpolation. Circles overlap
so a point in the zone may belong to several of them at
the same time, the question is then which one has to be
used . What at first could be considered a problem can be
used as an advantage using Sibson's interpolation
(Sibson[4) ):

Sibson's Interpolation

If we consider the set V and its related Voronoi
tessellation when a new point is added to V it forms its
own tile, the interception of it with the former
tessellation divides it in sections each one belonging to
a neighbor tile (see figure 1). When interpolation is
implemented the weight of each neighbor is the relative
weight of its portion of tile in the new one. This
approximation is continuous and quadratic (Farin [5]).
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,
\

I

, , ,
\
\,
I,

/

FIgure the point P and Its tile divided by the ones of

Its neighbors

It is very important to note the fact that without adding
auxiliary points we obtain cuadratic interpolation doing
only simple operations as if we were doing linear
interpolat ion,

The relation of the above ·with the Covering Circles are:

1) Every vertex of the tiles is a center of a Covering
Circle.
2) Every circle such that its center is vertex of the
former tessellation has P inside.
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3) Every circle such that its center is vertex of the new
tile has P on its circumference.

I t is also very important to note that wi th the same
algorithm we build the Covering Circles we can add new
points and, with only local modifications rebuild the set
of Covering Circles. That is very useful if we want to
refine our net, interpolating at one point and adding it
to the set V.

All the above has enormous advantages when we implement
computationally the building of the discretization and
when we use it for interpolation. However the most
important to us are the advantages when we apply it to
Finite Element Methods, and when we interpolate to obtain
refract ion pat terns of the waves because it allows us
smoother representations.

When Finite Element is used in the equation of a given
point P intervenes all its neighbors, understanding that
those neighbors are the points that belong to elements
that have P as vertex. Consider now that we are using
Delaunay triangulation as discretization, in that case
the neighbors will be the like the points belonging to
the same circumferences to which P belongs. As can be
seen, we can forget the triangulation and use the circles
for neighbor determination and later on as basis for
Sibson interpolation.

However in our case it is also useful for determining the
path of a particle floating with the waves under
refraction conditions that we will use to build the
perpendicuiar wave fronts.

On figure 2 we can see our graphical method for
refraction and diffraction.

The steps are as follow:

1) We begin with a rectilinear wave front in open sea and
we locate on it "particles" uniformly distributed (the
distance between them can be elected by the user).

2) At a given time we calculate the new position of each
particle advancing in a straight line in the direction of
the velocity on its former position.

3) In th~ new position we calculate the refracted or
diffracted direction and the new velocity as well as the
other parameters of the wave in the point.

4) As we don't know exactly the depth in the new point we
interpolate using Covering Circles (previously determined
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with the points where we have depths measurements) and
Sibson's interpolation,

5) If more detail is needed the new point can be added to
the set and their corresponding circles added,

6) To obtain the modified wave front we draw the line
passing trough the particles on their new position and we
repeat the procedure as many times as needed,

7) The depths are modified using the formulas above to
calculate the removal or deposition of sediment using as
area the Voronoi tiles of each point,

8) When a new wave front comes, it finds the sea bottom
modified by the former one,

~
'-

':~..'':> ::',: ..::.
-----,--

,I

Ft gure 2 The wave front bull d t ng

_!

______lo
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ADVANTAGES

Our method means faster computat ions and less storage
requirements as well as it has good resul ts due to its
new interpolation procedure.

Using the Covering Circles we can do several jobs with
the same procedure, for instance we use the same
procedure to locate a point and to build the circles as
well as to calculate areas for interpolation.

As it is a local algorithm it can be used in parallel
configurations ( although this has not been implemented
yet l.
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Effect of the Length of the Estuary on its
Characteristics
J.S.R. Murthy, T.V. Praveen
Department of Civil Engineering, Indian Institute
of Technology, Bombay 400 076, India
ABSTRAcr
It is witnessed in the case of Rotterdam waterway [1 I, that
excessive dredging for constructing the Europort harbor led to
a change in t.he estuary boundary geometry configuration, (viz.,
L/H ratio) and the estuary characteristics. In the present
study an attempt is made to assess the effect of boundary
geometry, i.e., ratio of length of t.he estuary, L to tidally
averaged depth, H, on various parameters of the estuary which
may affect the characteristics of t.he regime. The above
approach is sought to be validated in the light of the changes
in the estuary characteristics after dredging t.he Rotterdam
Waterway.
INI'RODUcrION
Man's intense utilization of the marine environment occurs in the
estuary. The experience in the past few decades illustrates the
growth of the developmental activities in the estuary regions.
For whatever may be the purpose of the developmental
activities, i.e., dredging for navigation, waste disposal,
selective withdrawal of water of specified quality, etc., a
knowledge of ambient flow conditions, i.e., space-time
distribution of salinity for a given tidal input and fresh
water inflow is required. Such studies will help in choosing
the place and time for withdrawing fresh water with known and
acceptable salinity level.

Many of the world's seaports are situated on estuaries and
access to them depends on maintaining navigable channels of
sufficient depth. The prorrotion of trade and industry has led
to large-scale alteration of the natural balance within
estuaries by alteration of their topography, for providing easy
access to large ships and leading to large-scale pollution,
with industrialization and population growth. Deforestation of
the land leads to increased run-off from the land and flashy
floods and increased sediment load in the rivers which may be
deposited in the estuary regions leading eventually to the
alteration in the boundary geometry.The form of the estuary may
constantly alter by erosion and deposition of sediment. It is
essential to understand the effect of these changes in the
boundary geometry on the characteristics of the flow in the
estuary for a planned development.

to be
in the
constant

Pritchard [ 4 I considered estuary depth and width
important parameters controlling its characteristics
sequence. If the river flow and tidal range are kept
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and the estuary width is increased, the ratio of tidal volurre
to river flow is changed, the result of which is similar to a
decrease in river flow. This leads to a greater degree of
mixing in the estuary. Similarly , increasing the depth by
dredging will decrease the ratio of river flow to tidal flow,
but the effect of this will be offset by decreasing the
effectiveness of vertical tidal mixing leading to a greater
degree of stratification in the estuary.

In the present study, an atterrpt is made to assess the
effect of boundary geometry, i.e., ratio of length of the
estuary, L to tidally averaged depth, H, on various parameters
of the estuary which may affect the characteristics of the
regimen. The above awroach is sought to be validated in the
light of the changes in the estuary characteristics after
dredging of the Rotterdam Waterway.

The field data of Rotterdam Waterway was analyzed by
Harleman and Abraham! on lines similar to those of Iwen and
Harleman

2
• IIPen and Harleroan

2
conducted a series of salinity

intrusion tests at the waterways experiment station (WES) ,
Vicksburg. The studies of Iwen and Harleman

2
dealt with

the partially mixed estuaries and developed correlation between
parameters which reflect the characteristics of the regimen.
The estuary numbers of Rotterdam Waterway field conditions for
the year 1908, when the estuary was natural and undredged were
within the range of those of WES flurre studies. The field data
of Rotterdam Waterway for the year 1958 was within the range of
the extrapolated values of WES flurre studies and the
predictions from the analysis were found to be satisfactory.
However for the year 1963, the analysis was found to deviate
from the trend of the earlier results. The deviation was
attributed to change in the mean water depth due to dredging
which might have affected the characteristics of estuary
regimen, viz., hydrodynamic conditions and salinity transport.
The dredging not only effects the boundary geometry, i.e., L/H
ratio, but also other dimensionless parameters, viz., fresh
water Froude mnnber and aq>litude ratio. However, observing
that the WES flume studies were conducted for a range of fresh
water Froude number and aq>litude ratios and for only one L/H
ratio (=654), the deviation of the field data can be expected
to be dependent on the change in the boundary geometry
configuration (L/H) based on the dimensional considerations.

The estuary is assumed to be an 'idealised estuary' as
tenned by investigators at M.LT. (USA), which is convenient
and suitable in the present study. A time varying
one-dimensional nurrerical IOOdel for hydrodynamics and salinity
transport in rectangular idealized estuarine reach is used. To
be able to run the 1-D nurrerical rrodel, some basic data
consisting of tidal inplt at the seaward boundary, the fresh
water inflow at the upstream and maxinun salinity at the
downstream end need to be known. First two are known from the
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quasi-steady-state setting and are independent in nature, but
the maxirrum salinity at the estuary fOC>uth can be known only
from laboratory experiments after quasi-steady-state is
believed to have been attained in the qiven settinq, as was done by
I~n and Harleman

z
• For a general afplication of a numerical

run the correlation given by Praveen, Murthy and Chandhra
ll
is

used to evaluate maxirrum salinity.

To understand the effect of L/H ratio on an estuary
several 1-D numerical runs are taken with three L/H ratios,
viz., 654, 1308 and 1962 awroximate1y equal to >.. 16, >.. 13 and
>..12, respectively, where>" is the wave length of the tidal
wave. The combination of fresh water Froude numbers (0.005,
0.01 and 0.014) and amplitude ratios (0.2, 0.15 and 0.1) are
chosen for the study. The downstream boundary condition during
fl<X>d flow, viz., the maxirrum salinity is estimated from the
correlations given by Praveen, Murthy and Chandhra

ll
•

EFFEcr' OF THE LENGTH OF THE ESTUARY ON THE DEGREE OF
STRATIFICATION

The significant non-dimensional parameters representing the
degree of stratification, viz. , stratification number, GIJ ,
Pritchard number, P

t
, Estuary number, IE and densimetric estuary

nmnber, IE are evaluated from the results of the numericalo
runs. The variation of these dimensionless pararooters with L/H
ratio for a given set of fresh water Froude number and
amplitude ratio are given in Table 1. From the Table 1 it can
be observed that the values of above dimensionless pararooters
decrease with increasing L/H ratio indicating that the degree
of stratification increases with increasing L/H ratio. However,
such a trend is not clear in the comparison of stratification
number, G/J for varying L/H ratios. The evaluation of
stratification number involves the estimation of wave number,
k and damping coefficient, J.J from the correlations using the
numerical results. The possible reason for this aberration is
attributed to the awroximate estimation of wave number, k and
damping coefficient J.J from the correlations developed for the
evaluation of stratification number.

It is observed that the nodes corresponding to high water
level and low water level fonn only for the lengths 654' (>"/3)
and 981' (A 12), following the general trends observed in the co
oscillatory tidal flows. However, due to the damping effects in
the flume conditions, the nodal formation is of i.Irp.rre nature
not fonning at mean water level. The deviation from the nature
of pu-e nodal formation is however predominant in the cases of
higher amplitude ratios and only marginally affected by the
fresh water Froude number and length of the estuary. The
tenp:>ral variation of sectionally averaged velocities at the
estuary fOC>uth are carpared and given for the data of Test 14 of
fresh water Froude number, 0.005, and amplitude ratio, 0.2, for
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various LIB ratios in the Fig 1. It is observed that the
intra-tidal variations of velocities at the estuary l'IOuth
decrease with the increase in the LIB ratio. It is observed
that the maxinun ebb velocity at the estuary l'IOuth varies only
marginally with the length of the estuary from 327' to 654'.
However, the maxiJrum flood velocity is observed to rapidly
decrease from 327' (:>-./6) to 981 (:>-./2). The effect of the
length of the estuary on the longitudinal variation of
velocities at the characteristic conditions of maximum flood
velocity (MEV) and maxiJrum ebb velocity (MFN) at the estuary
mouth for WES Test14 are shown in Fig 2. Irrespective of the
direction of the flow at the estuary mouth, the upstream region
is observed to have ebb velocity due to the fresh water inflow.
. It is further understood that for the estuaries of large
lengths and small fresh water Froude numbers, the upstream
reach is in the flood flow conditions, despite the
characteristic of MEV prevailing at the estuary mouth. Further,
it is observed that in the cases of larger lengths, beyond a
certain distance from the estuary mouth, the velocities vary
only marginally within the tidal period and more so when the
anplitude ratio is small.

The temporal variation of sectionally averaged salinities
at 40ft., 80ft. and 120ft. are compared for various L/H ratios,
for the data of WES flune Test 14, in the Fig 3. Following a
trend similar to that in the convective terms, the intra tidal
variation of salinities are observed to decrease with
increasing LIB ratios in the down stream regions. The maxiJrum
intrusion lengths are observed to increase with the length of
the estuary. However, beyond certain length of the estuary ,
the length of the estuary is inconsequential and the maximum
intrusion length remains to be unaffected by it.

MULTIPLE CORREIATIOO FOR MAXIMlM INmUSIOO LENn'H

An attenpt is made to express the maximum intrusion length,
xi. .... tru in tenns of readily c~table bulk parameters, derived

from the dimensional considerations. The functional
relationship for the salinity intrusion in an estuary can be
written as

xi. .... tru [ eta Uf L ]
-L-- = f -c-, T ' Ii 'ygR , Ii ' nm

aCN

where
x

t

L
H
a
T

longitudinal distance from estuary mouth (measured
landward)
time elapsed since beginning of the tidal cycle (taking
as beginning of the ebb tide)
length of the flune representing estuary
constant depth of water in estuary
anplitude of tidal variation at the estuary mouth
tidal period



Computer Modelling for Seas and Coastal Regions 223

__ .... (2)

U
f

velocity of fresh water inflow

e
OeN

the ocean salinity

nn> Manning' s roughness coefficient for estuary

Assuming nn> as a constant, the maxirrum intrusion length, Xi. .... l ru

is defined as the distance between the estuary IOOUth and the
p:>int at which the salinity is at least 1% of the ocean
salinity during high tide. Hence the eq(l) can be rewritten as

XLi.l"tlru = f[ a Uf L ]
H '-f9H ' H

The maximum intIUsion length, x.
L"tru

obtained from

numerical IUnS corresp:>nding to the chosen data are used to
develop a multiple correlation between x. IL and Uf/~ as a

u..,lru -

parametric variable of a/H for various LIH ratios as shown in
Fig 4. The effect of the length of the estuary on the
longitudinal salinity gradients was observed to be significant
at lower fresh water Froude number (=.005) than at the higher
Froude mnnber (=.014) • This effect is ref lected in the
intIUsion lengths, as the intIUsion length proportionally
increased with the length at lower fresh water Froude numbers.
It is observed that as the length of the estuary increases,
beyond a certain length of the estuary, the maxinum intIUsion
length essentially depends on fresh water Froude Number and
varies only marginally with the amplitude ratio and length of
the estuary.

PRalUI'YPE VALID7\TION

An attempt is made to verify the validity of the multiple
correlations developed in the Fig 4 for the maxirrum intrusion
length, Xi. .... l._U' in terms of readily corrpltable bulk parameters.

The real estuaries for which the detailed field data are
available in literature, viz., Delaware, Hudson and Rotterdam
waterway are chosen for the comparisons. The correlations in
the Fig 4 are in terms of bulk parameters,viz., fresh water
Froude number, amplitude ratio and LIH ratio. The bulk
parameters corresponding to the field data are to be evaluated
in dimensionally simalar conditions of WES flume type to avoid
extrapolations of graphical correlations.

" _ ... (3)
if
p

qH
- p

Assuming the bed shear generated near the bottom of the
flume is under dimensionally simalar conditions as that of the
real estuary, the dimensional simalitude between l'OCldel and
prototype is shown by Yalin!5 to be governed by Froude number,
Strohaul number and a/H ratio. The dimensional parameters can
be writ~n as

U
n>
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a a
m p
H H

m p

U T U T
m m p p

-L-- -y;-
m p

...... (4)

...... (5)

where subscripts m and p represent roodel and prototype values
respectively.

The irregular width and depth of the real estuary is
schematized, considering the mean width over the length, and
tidally and longitudinally averaged depth. The evaluation of
fresh water Froude number and arrplitude ratio of the real
estuary is sinplified due to the above schematization. The
scale distortion in the roodel (L IH , where I' represents the

I' I'

ratio of variables between roodel and prototype) can be
evaluated from the dynamic similarity of the characteristics of
the tidal wave of the real estuary with that of the flume,
represented by Strohaul number in the eq(5) as

L
m

H
m [

L T H:l./
2
]_ m m p

L T H:l./2
ppm

...... (6)

The bulk parameters that are evaluated for the
diJrensionally similar roodel of the estuary are superin{x>sed on
Fig 4 to estimate the maximum intrusion length ratio, xi. ....ll'u/L.

The corrparisons between the prototype data and the estimated
values from the Fig 4 are given in Table 2.

The estimated values of maximum intrusion length, X
U\ll'U

from the correlation in the Fig 4 are observed to be within 9%
error when conpared to the field data. H<:Mever the estimated
values of x. for the field data of Rotterdam waterway of

\.nll'u

year 1963 were observed to be in an agreement better than
others since the extent of extrapolation needed for the
corrparison is less than those for other field data. The reason
for the disparity can be attributed to the idealization of the
natural estuary and the non uniform bed roughness.

APPLICATION OF THE ANALYSIS TO THE FIEID DATA OF RCYITERI:lAM
WATERWAY:

On lines similar to those of Harleman and Abraham:!., a
correlation between stratification number and estuary number is
developed with L/H ratio as parametric variable as
shown in Fig 5. It can be observed from the correlation in Fig
5 that the dimensionless parameters G/J, and IE are uniquely
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correlated for smaller lengths of the estuary <327') , however
as the length of the estuary increases some scatter is
observed. This indicates that the correlation between GIJ vs IE
is possible up to certain length of the estuary beyond which
the relationship among the above dimensionless parameters may
not be uniquely defined though the trend continues to be the
same.

Following the 1nalysis of Rotterdam Waterway data by
Harlernan and Abraham , a correlation between estuary number IE
and cB/U , with L/H ratio as a parametric variable is defined

o
as shown in Fiq 6. The effect of the L/H ratio on the
correlation between IE vs cB/U is observed to be siqnificant.o -

The correlations developed in the present studies are
awlied to the field data of Rotterdam waterway on lines
similar to those of Harleman and AbrahamJ. considering the
effect of L/H ratio. The waterway went through an overall
transformation fram an undredged natural waterway in 1908 of
mean depth, 5.8m to a significantly dredged waterway in 1963 of
mean depth, 11m. Further it is ~bserved that th~ fresh water
inflows have increased tram 22Y\ July 1908 to 19

l
, March 1963,

with a slight dip on 18 April 1963;.,.?he anplitude W,tio is
also be observed to decrease fram 22 July 1908 to 18 April
1963.

The field data of Rotterdam waterway is superi.n{:losed on
Fig 6 to verify the awlicability of the correlations which
include the affect of L/H ratio as a bulk parameter. The
estimated values of cB/U fram the correlation in the

o
Fiq 6 are coopared with the field data and the estimated values
of-Harleman and AbrahamJ. as given in Table 3 • A significant
improvement in the prediction of the field data in the present
study can be observed when compared with those of Harleman and
AbrahamJ. •

CONCLUSIONS

1) It is observed that the increase in the length of the
estuary leads to a greater degree of density stratification in
the estuary.
2) The impure nodal formation and their deviation fram the
nodes is essentially governed by the amplitude ratio.
larger lengths of the estuary, beyond a certain distance
the estuary mouth the velocity remains unaffected by
conditions at the estuary mouth.
3) An attempt is made to express the maximum salinity
in terms of readily computable bulk parameters. The
correlation thus developed is verified with the field
Delaware, Hudson and Rotterdam waterway.
4) The validity of the correlations in Fig. 6 is verified with
the Field data of Rotterdam waterway. An improvement in the
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prediction of the field data in the present study can be
observed when C<:llTpired with those of Harleman and Abraham! •
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SYMOOLS

a
B

G
H
J
L
T
t

x

anplitude of tidal variation at the estuary fOC>uth
The distance between estuary lOOuth and a section within
the ocean at which the salinity is always equal to the
ocean salinity
Rate of energy dissipation per unit mass of fluid
constant depth of water in estuary
Rate of gain of potential energy per unit mass of fluid
length of the fhnre representing estuary
tidal period
time elapsed since beginning of the tidal cycle (taking
as beginning of the ebb tide)
longitudinal distance from estuary lOOuth (measured
landward)
Maxirmml salinity that can occur at estuary fOC>uth

the ocean salinity

Froude m.nnber corresponding to maxinun velocity (= uo/ygH)

Manning's roughness coefficient for estuary

Tidal prism

Fresh water inflO'W

velocity of fresh water inflO'W

Maxinun flood velocity at the estuary IOOUth

miT
Estuary number
Densiroetric estuary number

Density difference between fresh water and sea water
Fresh water density
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TABLE 1: VARIATION OF STRATIFICATION NUMBER (G/J), PRITCHARD
NUMBER (P

l
) , ESTUARY NUMBER (IE) AND DENSlMETRIC

ESTUARYNU1BER(IE )
D

G/J P IE It.
DUf

ta L(ft) L(tt) L(ftl L(ft)-
~gH H 327 654 981 327 654 981 327 654 981 327 654 981

.005 .20 167 157 123 11.2 9.2 7.8 .359 .271 .152 16.2 12.5 7.1

.005 .15 99 107 71 9.0 7.5 5.9 .186 .151 .069 8.5 7.1 3.3

.005 .10 43 51 27 6.4 5.9 4.0 .073 .071 .021 3.3 3.4 1.0

.010 .20 95 90 63 5.4 4.2 3.6 .176 .133 .075 8.6 6.7 3.7

.010 .15 54 50 39 4.3 3.5 2.7 .091 .076 .034 4.5 3.8 1.7

.010 .10 22 25 16 3.0 2.7 1.8 .035 .035 .011 1.8 1.8 0.5

.0141.20 69 73 46 3.7 2.9 2.4 .124 .096 .051 6.1 4.6 2.5

.0141.15 39 40 23 2.9 2.4 1.8 .062 .054 .024 3.1 2.6 1.2

.014 .10 17 20 10 2.0 1.7 1.1 .024 .024 .008 1.2 1.2 0.4

TABLE 2: ESTIMATION OF MAXIMUM INTRUSION LENGTH,

FIEID Di\TA

x. FOR THE
toy,tr'Y

Estuary Uf a L/H Intrusion Length
- - Ratio, IL
-f9H H ~ \"It ru

Actual EstJ.mated

Delaware .00065 .095 2872 0.5 0.54

Hudson .00087 .076 2804 0.6 0.52

Rotterdam 1908 .0159 .130 1364 0.282 0.32
waterway 1956 .0188 .074 1077 0.353 0.28

1963
Ma.rch .023 ,.067 991 0.315 0.31

April .0173 .067 991 0.295 0.31
i

TABLE 3: ESTIMATION OF O'B/U FROM THE ())RRELATIONS FOR THE
o

FIEID Di\TA OF RCYITERDlIM WATERWAY

Field Harleman EstJ.matect
Date and value from

Data Abrahamt Fig. 6

It-. 1908 1.23 1.35 1.3826 July,

22"d June, 1956 1.70 1. 70 1.90

18l t-. Ma.rch, 1963 3.45 1.80 2.25

19lh April, 1963 2.90 1.65 2.10
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A Finite Element Simulation Model for the
Study of Wind Driven and Tidal Current in
a Shallow Coastal Lagoon
P. R. Cardoso
Departamento de Ingenieria de Procesos e
Hidraulica, Division de Ciencias Basicas e
Ingenieria, Universidad Autonoma
Metropolitana-Iztapalapa, Mexico

ABSTRACT

The equa~ions required £or modeling ~hree dimensional
hydr odynami cs Cspace two di mensi on and ti me) ina
shall ow coas~al 1 agoon al'e del'i ved £rom ~he ~hree

dimensional Navier"-S~okes equa~ion and Continuity
equa~ion by in~egl'a~ing and taking t~he average along
water dep~h. The wind str"ess at the sur£ace. ~he

fric~ion s~ress a~ the bottom. ~he Coriolis parameter,
eddy viscosity and shore line geome~r"y are
incorporated in the mathematical model. Both ~he

analytical and numerical approaches canno~ be used £or
solving the gover"ning Navier"-S~okes equations £rom ~he

exis~ence o£ ~he nonlinear convective terms and
complexi~y o£ equations and geome~ry involved. ~he

ti me dependen~ shall ow wa~er equati ons are sol ved
using Galerkin's me~hod. A finite elemen~ £ormula~ion

for solving the shallow water equa~ions is presen~ed

for the predic~ion of wind-dl'iven and ~idal curr'en~s

in a coastal lagoon.

INTRODUCTION

Star~ing £r'om ~he ~heory o£ hydrodynamics. ~he problem
is ~o develop numerical me~hods which can be used ~o

repl'oduce a real wOl'd. ~hat means, ~o reproduce ~he

observed or" measured da~a wi~h ~he objec~ive ~o learn
some~hing abou~ i~. I£ ~he model can represen~

success£ully ~he r-eal world ~he numerical resul~s of
~he model mus~ show the l'esul ~s of the ac~ions ~ha~

have been simula~ed. i~ means ~ha~ is possible to
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under-st_and what is happening in t.he sit.uations of" a
real world without t.hese situations really occur-ring_'Nhen
the validity of" the model has been proved. this
hydr-odynamics model may :finally be used to forecast
the dynami c processes o:f t-he coastal 1 agoon 01' any
olher coastal r-egion. :finding its practical
appl icat,i on_

THE HYDRODYNAMICS DIFFERENTIAL EQUATIONS OF CONTINUITY
AND NAVIER-STOKES

The t,wo-dimensional equations needed :for shallow wat.er
modeling have been derived by Pri.tchar-d [1]. Proudman
[2]. De:fant [3] and olhers_ A care:ful development is
gi. ven by Pi nder and Gr- ay ( 4] _ The development.
presented in t.his paper :follows along the same lines
as thei r- work_

The set o:f equat.ions in a Car-t.esian cool'di.nate
syst.em are deri ved under the assumption lhat lhe
verti cal accel el'ation and the shear slress are
negligible compared to the gravit.y and vert.ical
gradient. of" t.he pressure o:f t.he incompressible :fluid.
This set. o:f equat.ions t.ake the :form Ct.he kind of'
lagoon t.hat. will be cOllsider-ed is shown in cross
sect.ion in :fig. 1.):

au av aw
0 (1)-ax- + -ay- + -az-

au au au au
Iv

at;
--at. + u - ax + v

<1'1
+ w ifZ - -+- g ax

1 (
aTxx iJTxy aTxz

) 0 (2)-- + + --az-p ax Oy

av av av av ju at;
-at.- -+- u -ax + v

~
+ w ifZ + + 9 ay

1
(

aTyx aTyy iJTyz
) 0 (3)-- --ax- + --ay- +

p az

1 ap
0 (4)-- a:z:- + g -p

Where t.he not.at.ion is as :follow:

u. v. w velocity componenls in the x. y. z
directions. respecti vely.
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shear'bottom f"r i cti on
stresses,

Tyz

l ,- li me.
p - waler densily.
f Cal' i 01 i spar ameter' C2w si n¢) .
w - Earth's angular- velocity.
¢ 1 at.i t.ude,
g gravit.y accelerat.ion,
p pressur'e.
Txx. Txy"

z

NWL____ -- - -1=0

l=l;

l<:-------------~x

F\.gure 1. TrClnSVe)~sal CT'OSS section of a coastal

to-goon

THE DEPTH INTEGRATED FLOW MODEL

Integrat.ing an i-il'bit.r-ary depth Cz) over lhe
surCace Cz=(), assuming that the pressure on the
sur-Caee is equal lo the atmospheric pr-essur'e over­
surrace pu(x, y, t), i.e,

f"ree
f"ree
the

p - pu = pg( (" -z) (5)

and laking the average of' equations (1)-(4) wilh the
f"ollowing two bour,dar'y conditions: (i) t.he st.ress at
the surrace due to the f"riction of" the wind is
repr'esented by a cons'lan'l :func'lion of the wind speed
CK), -the wind velocity CW) and 'lhe direc'lion across
the lagoon CIO). Cii) the rr'ictl.on stress at. the bottom
is repr'esented by the Chezy coef":ficien'l. Then the
equations take the rorm:
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acHU)
Ox

+
acHY)

Uy
o (6)

au
U
au v au at;

IV -
KYT

~
+ if)< + ay + 9 ax -IT- cOS<p

gC u 2 + V 2 ) :1/7-
U - ( a2~_ a 2 u ) 0 (7)+ -C2 H v + --2-ax ax

av
U

av v av ar.
IU -

KYT
sin<p

~
+ if)< + ay + 9 a:y + -IT-

+
gCu2 + V2 ):1/2

V - V ( ~¥- + ~¥- ) 0 C8)-C2 H ay ay

The no~a~ion used in ~he above equa~ions is:

U.

K -
W
<p

C
v .-

e
H -

h

r.

v - dep~h-in~egr'a~ed componen~s of' ~he veloci~y

in ~he x, y direc~ions. respec~ively.

cons~an~ coef'f'icien~ f'unc~ion of' wind speed.
wi nd veloci ~y.
angle be~ween ~he wind veloci~y vec~or and ~he

x-axis.
Chezy coef'f'icien~.

cinema~ic viscosi~y Cv=e/p).
eddy viscosi~y.

~o~al dis~ance f'rom ~he bo~~om ~o ~he surf'ace
CH=h+(") .
dis~ance f'rom ~he mean wa~er' level CMWL) ~o

~he bo~~om of' ~he lagoon.
surf'ace eleva~ion f'rom MWL.

Three unknowns variables are present in t..his
system of' equations C6)-C8). Now ~he problem is to
solve these equations when the initial condi~ions of'
~he variables (". U and V and appropr'ia~e boundary
condi~ions are given.

A direct method of' solving ~his se~ of nonlinear
par~ial differen~ial equations is not f'easible and the
f'ini~e dif'f'erence method f'aces dif'f'iculties by the
exis~ence of' ~he complex geometrical configurations
and boundary condi ti ons so it is necessary to use
nonuni f'or m net.s.

In ~his type of' problems the f'ini~e elel!len~ met..hod
CFEM) has been used successf'ull yin ~he 1 as~ f'ew
yp.ars.
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FINITE ELEMENT FORMULATION

An approxi mat-e sol ut-ion t-o t-he equat-i ons (6) -(8) can
be const-ruct-ed by Galerkin's met-hod, which is' a part­
01 t-he Weight-ed residuals met-hod [6). Galer'kin's
met-hod uses t-he approximat-ion 01 variable 1unct-ions as
1unct-i onal combi na t.i ons 01 wei ght- 1unct-i ons 01 t~he

residuals and st-ipulat-es t-hat- t-he residuals are
ort-hogonal t-o t-he weight- 1unct-ions. That. means t..hat­
t-he int-egral 01 t-he weight-ed residuals. over t-he
region 01 int-erest-. must- be zero [7).

The 1init-e element. solut.ion o:f t-he Cont-inuit.y
equat-ion (6) and Navier-St-okes equat-ions (7) and (8)
is obt-ained by choosing a simple t.rigonomet.ric element.
and a linear int-erpolat-ion 1unct-ion as 10110ws.

M

( E (i.C t.) .pi.C X. y) .pmt:,m (9)

i.=1
M

U E Ui.C t-).pi.C x. y) .pmUm Cl0)
'=1

M

Y E Vi.CU.pi.CX.y) .pmVm Cll)
i.:=:1,

where M is t.he number 01 nodes in t.he FE domain and

.pi.CXi.. yi.) 1
Cai. bi.xi. ci.yi.)

2A
+ +

ai. CXjyk _. xkyj)/2A
bi. Cyj yk)/2A

ci. Cxk xj)/2A

Analogous equations as above can be obtained :for
k, where i. j. k are the numbers associ ated
triangle and A is its area given by.

j and
t-o a

2A
[ 1

11det.
xi.
Xj
xk

~:] == CXi.yj + Xjyk + xkyi.)

yk _ CXi.yk + Xjy, + XkYJ)

2A == cjbi. ci.bj (12)

Making CU2 + y2) 1/2 Wand applying t-he Galerkin's
condit.ion to equations (6)-C8):
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Dnm(m == - Enm Hm Um --. Fnm Hm Vm == 'ItC(m) (13)

DnmUm ==

Bnm Km
+

Anqm Uq Um - Bnqm Vq Um + Dnm fm Vm - Enm(m

Wrl cos 'Pm Dnm Wm
Um + Cnm Um == IzCUm)

Hm Hm (14)

D _2
9 nm/C

DnmUm == - Anqm Uq Vm .- Bnqm Vq Vm - Dnm fm Um - Fnm(m
Bnm Km Wrl sin 'Pm Dnm Wm

Vrn + Cnm Vm 13CVm)+ -Hm Hm (15)

Where t.he notat.ion is as loll OW'S:

{bm/12 Cn i, j, k; n == i)
Anqm J ¢m¢>q¢>m, x dA bm/24 Cn i,j, k; ;I! i)

A n

{ cm/12 Cn == i, j,k; n i)
Bnqm == J ¢>n¢>q¢>m,y dA cm/24 i , j, k; i)

A Cn n ;I!

Cnm J C¢>n , x¢>m , x ¢>n,y¢>m,y) dA v Cbnbm CnCm)+ == 4A +
A

Bnm

Enm gEnm 9 J ¢>n¢>m,x dA gbm/6
A

Fnm == gFnm == 9 J ¢>n¢>m,y dA == gcm/6
A

Ensambling syst.em int.o a mat.r'ix lorm, we obt.ain,

M~j
d( J f'1C(j) (16)
dt.

M~j
dUj IZC up (17)
dt.

M~j
dVj

== 13C Vp (18)
dt.

The coeflicient. mat.rix M 01 t.he r'esult.ant.
algebr-aic equat.ions are symmet.l-ic, non-singular,
posit.ive definit.e and banded. These propert.ies suggest.
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that the Gaussi an el i mi nati on method may be stabl e
[ 10]. however. Gr adi ent Conj ugated method is mor e
practical because reduces the computing time and
improves the convergence [12]. Must be taken account
that the boundar- y condi ti ons must. be i rlcorporated to the
system bef"ore it.- can be solved pr-eserving its symmetJry
[4.6],

INITIAL AND BOUNDARY CONDITIONS

INITIAL CONDITIONS
Because the water mot.i on is independent of" i ni ti al
conditions after a cert.ain time and becomes inf"luenced
only by the specif"ied oscillations of" the boundary
values. computat.-ions can be begun f"rom an initial
condition of" (=0. U=O and V=O at all points [4.9].

BOUNDARY CONDITIONS
In coastal lagoons t.here are t.wo diff"erent types of"
boundaries: the f"ixed boundary given by the shore line
and the open boundary which is given by 'artif"icial'
limits in the contacts wit.h other water bodies. like
the mouth of" the lagoon (cont.act lagoon-sea) or the
mouth of" a river (contact. lagoon-river).

On f"ixed boundary U=O and V=O.

On open boundaries, either the normal velocity or
the value of" ( must be specif"ied.

I n the corltact
specif"ied according
sinwt., where A. is
angular velocit.y. T.
is t.he ti me.

lagoon-sea, t.he water level is
t.o a sinusoidal f"unction: (=A
the amplitude. w=2n/T, is the
is the period of" the tide and t.,

In the contact lagoon-river the boundary
conditions are specif"ied by the hidrogram at time t.

The convective terms play an important. role in the
description of" the dynamic processes in shallow waters
theref"ore they must not be neglected in the numerical
model. Unf"ortunately. convective terms cause numerical
disturbs in the model which have to be stabilized by
chosen an adequate time interval, Ll.t.

The convective terms in open boundaries are:

o. av
ay o normal to the open boundary.
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ITERATIVE METHOD TO SOLVE THE FINITE ELEMENT SYSTEM

In ~he sys~em (16)-C18), ~he ~ime deriva~es (, U and V
mus~ be diffel'erl~ia~ed over- a ~ime in~erval, ~~ ~o

ob~ain:

from which

fCYj) (19)

[ M~J) { Y j) 0 A
l+t.>l

No~e ~ha~ Y represen~s (, U and V for each one of
~he equa~ions_

Fr om ~he known sol u~ion a ~ ~, es~i ma~es ar e made
for (, U and V a~ ~+~~. These es~ima~es are used ~o

make successive approxima~ions wi~h (14),

[M~j]{Yj)l+~l = [M~j]{Yj)l + + ~~ t'CYP
l

+ _1_ ll~ fCY pO. (20)
2 t + L.J.l

Through each i~era~ion, ~he predic~ion of (, U and
V is refined a~ ~+ll~. Tha~ is, ~he preceding
approxima~ion can be used various ~imes ~o produce a
be~~er approxima~ion of (, U and V. I~ mus~ be
unders~ood ~ha~ ~his process does no~ necessarily
converge ~o ~he r i gh~ sol u~i on bu~ i ~ does ~o an
approxima~ion with a fini~e trunca~e error.

A criterion for stopping
equa~ions is given by [11,14)

convergence of ~he

where j -1 and j are ~he resul ~ of ~he pl'eceding and
pl'esen~ i~era~ions of equation (20).

No~eworthy ~ha~ the error' some ~imes become larger
as the i~erations advance. specially for large llt.
This is ~he reason for which we must avoid the general
conclusion tha~ an addi~ional i~era~ion improves ~he

resul~. However, for a ll~ small enough, ~he iteration
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mus~ even~ually conve~ge in a single value; bu~, which
is the adequate .6~ ~o use? A s~abiJ.i~y cri~erion is
the one of" Couran~-F~ieder"ich-Lewy CCFL) (13]:

.6~=minCclAx/(gh)t/2), whel~e Cl, is a dimensionless
coef"f"icien~ f"r"om f"r"iction water-bot~om CCl=g/C

2
) and

Ax ~he dis~ance be~ween two nodes.

THE RESULTS

The model above present was appl i ed :for ~he coas~al

lagoon 'La Mancha', Mexico. The area o:f the lagoon was
subdivided in~o 78 ~~iangles Cf"igure 2). The mean
wa~er dep~h a~ each one of" the 60 nodal poin~s which
compose t.he ne~ was prescribed. There are ~hree nodes
Cmouth o:f lagoon) where ~he wa~e~ level has ~o be
specif"ied Copen boundary). Af"~e~ a simula~ion ~he

lines wi~h ~he same ~idal range are shown in f"igure 3.
In f" i gur e 4 ~he dep~h CO. 8m) is shown dar k er . These
are par~icular results of" the simula~ion, exis~s

general resul~s.

Fi.gure 2. Di..vision of

lri.a.ngles

lhe La. Ma.ncha.

.....i.lh 60 noda.l poi.nls

la.goon into 70
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Fi.gure 3. ..i.ngle Li.ne.. ",i.lh the same ti.dal ra.ng..

Fi.gur.. •. Vari.ous li.ne.. ",i.th the same li.dal ra.nge

CONCLUSIONS

The t-ype of' problem in t-he mat-hemat-ical modeling
present- in t.his paper can be summarized as f'ollows:
given hydrological paramet.ers. input-so init-ial and
boundary condi t-i ons. sol ve t-he set. of' part.i al
dif'ferent.ial equat-ions which govern t.he wat.er f'low in
a shallow wat.er coast.al lagoon.

Some more st.udy is required t.o analyze t-he ef'f'ect.
of' t.he dist-inct- paramet.ers in t.he hydrodynamics of' t-he
lagoon. being possible t.o simplif'y t-he model making it­
more ef'f'icient-.
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ABSTRACT

A method and algorithm to deal with moving boundary problems in
shallow water is proposed in this paper. A characteristic feature is
that the governing equations are solved by means of a transformation
to the original computational region (mesh) at t=to. This is
attractive as it uses established numerical methods for fixed-grid
problems and has no limitation on the boundary movements. The utility
of the approach is demonstrated by application to a one dimensional
problems of side to side water sloshing in a canal with parabolic
bathymetry.

INTRODUCTION

Many rna thematical models have been developed and used to study
estuarine hydrodynamics. The majority of these models are
based upon finite difference methods. Few finite element based models
have yet evolved into practical, widely used tools. However, this is
a CFD application area for which finite element methodology offers
considerable a ttractions. Complex shore-line geogr a phy can be
readily and accurately modelled and the mesh can be arranged to
track gradations in bathymetry. Furthermor e, since the mesh design
is not restricted to regular topologies, the mesh can be focused
by non-structured refinement to resolve local details such as sources
of pollution. This means that features ranging in scale from metres
to several kilometres can be modelled by a single mesh.

A recent programme of research undertaken at Bristol Polytechnic
in collabration with Nuclear Electric (NE) was designed to explore
this potential in some depth. The outcome was an implementation of
estuarine and coastal modelling in NE's general purpose finite
element based CFD Suite, FEAT, (Knock, 1990). This has proved very
successful both in terms of performance and flexibi I i ty on a range
of validation problems, includ i ng a propagation of a depression
in a tank and pollution in the Severn estuary. However, Knock's
study assumed a fixed coastline, yet such an assumption
becomes invalid in regions with large tidal flats which are
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submerged only intermittently. Under these circumstances,in order to
determine water level fluctuations and currents one needs to know how
the coastline changes as the tide advances and recedes.lndeed,in some
problems, like the flooding in estuaries, the movement of the
coastline is actually the purpose of the study. Various moving
boundary models have been developed and they fall into two groups,
the fixed grid type and the deforming grid type (Lynch, 1980).

The fixed grid type is a straight forward application of
existing methods. In each time step, elements with at least one
dry node are removed from the area of computation. This method was
first used by B. Herring (1976). It has the di s advantage of not
following the water boundary closely and also the difficulty of
approximating the physics at the moving boundary.

The deforming grid method has also been used. In this method, the
boundary condition (where water depth, h=O) provides the necessary
information for the location of the new boundary position at each
step of the computation. The finite element nodes on the boundary
are moved consistently with the local kinematics and sea floor depth
so that the nodes always remain on the edge of the water body. This
means the elements with one or more nodes on the boundary keep
changing their shape and size with time. Lynch developed the method
to account for the effects of grid deformation. However, when this
method is used to solve problems involving very large movements of
the boundary, the elements can become excessively distorted .

Futhermore, when certain classes of implicit time stepping
algorithms are introduced, difficulties arise which are associated
with consistent representation of the grid variables at different
time levels. This is particularly the case, when implementing the
predict-corrector algorithm of Gresho et al (1979), which is adoped
in the present work.

These problems can be alleviated by transforming the grid in
time back to its initial configuration and solving the transformed
equations on this grid. In this way the moving boundary problem
becomes for practical purposes a fixed boundary problem. The only
variable which needs interpolation or extrapolation is the bathymetry
,and this has a very clear physical conception and will not cause
any consistency problems. A practical algorithm is developed here
based upon the Galerkin Finite Element Method.

TRANSFORMATION OF THE EQUATIONS

The simplified shallow water equations considered here are:
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r aUm ah
0at + haXm + um

aXm

aUn aUn a7)
0

at
+ um

aXm
+ gaXn

where,

h is the total water depth.
\! is the vertically integrated water velocity.
7) is the el evat ion of fre e su rface above a reference

datum.
Denote the gridded (i.e.computational) region at t=to as

Qo and that at time t>to as Qt. Now suppose any point in Qo
with position vector Xo( in fixed frame OX) moves to point X
at time t. The X is related to XO by the analytic function.-

(la)

-----...... --. __ .....

...... __ ----x--- ~

x,

4-......=------__ t. to---

o

Fig. 1 Definition of the Moving Boundary Problem

(lb)

It should be explained that the point X is not fixed in the
fluid but fixed in the gridded region and at inlet and outlet,we have
X(Xo, t)=Xo. The construction of (la) is considered later. Now define
the grid-velocity ~g by the relation

ax(xO,t)

at

Then

XC~:o,t)=J:~g(~ ?s)ds+Xo (2)
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Now consider a variable </> = </>~o,tl. We can write

( a</> ) (aXmO)
ax:? t ~t (3)

From (2)

(
aXm) Jt aUm c(X~s + c3mn

aXn ° t= to ax~
(4)

where,

c3mn is the kronecker delta.

Eq.(4) defines a 2 x 2 non-symmetric matrix at each point ~ at
all times.

Set r" (KO,t) = (aXm )
mn aXno t

=(~ ) r.,-l (KO,t)
aXmo mn

We must also evaluate ( :~ )x

( :~ )~= ( :~mO )t ( a~7°)~ + ( :~ )xo

(5)

(6)

Now, since X=X(Xo, t),

then dK=( aK 1dXpO + ( aat~ ) ° dt
aXpO J ~

After some manipulation, we can get

( aXmo)
at x

(7)

(8)( a</» _ (a</> ) r"-1 C (a</»-at ~ - - ax:? t mqu
q + ---at XO

All the relations required by the t ran s formation of the shallow
water equations are now available. They can be rewritten as:

Thus
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r,-l =0
mq

(10)

These equations must now be solved on the fixed computational
region 00 subject to the following boundary conditions.

Riemann:

uon + zrgti = al(t) on inflow.

u'n + zrgti = al(t), u·t = bl(t) on outflow.

Specified height:

h=az(t)
h=az(t),

on inflow.
uot=az(t) on outflow .

and tangential directions

On shoreline:

h=O on inflow.
h=O, uot = b3(t) on outflow.

n, t are normal ized vectors in normal
respect i vel y.

It remains to construct u~ ,-' then being available from eq.(4).- mn
The grid velocity at any instant in time is chosen as the

solution to:

a aum
g

aung
ax&'( aXno + aXmo

vx ~ 00

o
(II)

Subject to ug=u on the
boundaries ( i. e .- u0 t is
condition). Note that-if
from eq.(4) r' = omn. The

mn
shallow water formulation.

shoreline and ugon = 0 on all other
fixed by the -FE natural boundary
u is zero on shoreline, then ug=O and
equations then reduce to the usual

FINITE ELEMENT FORMULATION

The first stage is to rewrite the equations as an integral
formulation, (Hutton,1974). Two sets of functions are defined in the
area of interest 00. One is a set of smooth vector functions, Su, used
with the momentum equations and the second a set of smooth Scalar
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functions, Sh, used with the continuity equation, (Knock. 1990).
For the sake of simplicity, the superscript zero notation is

omitted.

The integer formulation can be written as:

J ah J au n r'-l J ah r'-l,.., --atpdn + h--a;r- pdn + Un--a;r- pdO
.. 0 m mn 0 m mn

J C ah r,-l
- 0 Uq aXm mq pdQ o (12)

o

J aunVndO + J Uq~r'-l VndO + Jg~r'-l VndO
o at 0 aXm mq 0 aXm mn

-J uqc au n r,-l VndO
o aXm mq

V'p e Sh; V'Vn e Suo
P. v are independent weighting functions.

The following discrete FE representation is now introduced.

(13)

p=E prYr ,
r

unc=E un~J WJ.
j

Vn=E Vn,J WJ,
j

h=E hsYs,
s

Un=E Un.J WJ,
j

H=E HsYs
s

where.

Ys are linear shape functions and WJ are quadratic
shape functions on mid-side noded elements.

Using Green's theorem to rewrite the elevation term. the equations
are discretized as:

ahs hat Asr + hs Un,J BSJr,n + Un.J hs CJsr.n - hs Msr o (14)

aUn.J DJI + Uq.k Un.J EkJI,q - g(hs-Hs)Fsl,~
at

- g(hs-Hs)FsI~n-un,J MJI U = - Jao g(h s -Hs ) YsWI r:~l~mdQ (15)
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J aw J r.,-1
EkJI,q= nWk aXm mq WI dn ,

W ...n F 2 J Ys r"-1~ ...n ,lu.. , sl,n= n mn aXm u..

Where: Asr=Jn YsYrdn ,

C JW ays r.,-lyr...nJsr,n= n J aXm mn u..

DJI=JnWJWldn ,

1 J a,-'';;.In
Fsl,n = n Ys aXm

-J aw J r,-1Bslr,n- n Ys aXm mn Yrdn ,

h J ay s &r"-1, Msr = n aXm Uq mqYrdn,

M U -J aw J & r" -1 W dnJI - aXm Uq mq I

r" -1 ,uq& are values at Gauss points.
mn

COMPUTATIONAL ALGORITHM

An implicit predictor/corrector time stepping scheme is used here.
The predictor is the 2nd order explicit Adams-Bashforth method and
the corrector is the second order accurate Crank-Nicholson
scheme, (Gresho, 1979).

The computational algorithm is :

1. At time level r, suppose we know

r r r-l r-l
U • U ,u ,u

and r.,r
mn ,u &r, ~tr .

2. Predict hP and uP with the predictor.

3. Specifying u&=uP on the moving boundary, solve

yield ~&P.

4. Calculate

eq.(ll) to

5. Calculate

{
&r &P }r.,r aUm aUm

+ --- + ---
mn aXn aXn

~tr

2
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_ Xr(Xo t) (gr gp)atr
-- -' + ~+~ 2

and hence the bathymetry HP(Xo r+l,tr+l)=H(2' )

6. Solve eq.(14) (15), using ~gp when r+l values are

r+l hr+lrequired to yield the corrected values ~, .

7. Return to 3, repeat steps 3 to 6 replaci ng uP with J+I

certain accuracy is obtained.

NUMERICAL EXAMPLE

until

A numerical example is shown to verify the applicability of the
present method. The example is a 1-0 problem of water sloshing from

side to side in a canal with parabolic bathymetry (Thacker,1981l. The
finite element idealization is shown in fig 2. The mesh has 1
element in the Xz direction and 90 elements in the Xl direction.

AB=CD=lOOm, BC=AD=16000m.

The bathymetry is H=10X{ 1 _ (XI- 7680)Z}.
8000 z

The initial elevation is 1) = O.OOOlX(XI- 7840)
The boundary conditions specified are:

h=O, uz=O on AB and CD.
am

uz=O. axz -0 on BC and AD.

The initial time step size is set to 1.0 s. The computed
results of water elevation and velocity (after 554 steps, at
t=20316.2 s =5.72 periods), position of moving boundary CD and change
of time step size with time are shown in Fig. 3 - Fig. 6.

The time step size inc eases very rapidly from Is, and
keeps around 27 - 98s. With an explicit scheme, the time step

size should be less than at ax - 25.1 s (the average d water
rgh

depth 5m is used here).

It can be seen that the computed results are extremely accurate.
No instability arises during the course of the computation which
extends for more than 5 periods.
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CONCLUSIONS

A new method and algorithm to incorporate moving shoreline into a
finite element shallow water model has been developed here. A
numerical example shows it gives results which are in good agreement
with an analytic solution. The method is currently being evaluated
against a two-dimensional analytic problem and a practical estuarine
problem of tidal dynamics.
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Flux-Vector and Flux-Difference Splitting
Methods for the Shallow Water Equations
in a Domain with Variable Depth
A. Bermudez, M.E. Vazquez
Dept. of Applied Mathematics, University of
Santiago, 15706 Santiago de Compostela, Spain

ABSTRACT

In this paper we solve the shallow water equations by using flux-vector and flux-difference
splitting methods. When the depth of the domain is not constant a source term arises. It
is discretized by using explicit upwind schemes in a similar way to the flux. A conservation
property is introduced as a requirement for the good behaviour of the discretized problem.
Numerical results are presented to compare performances of the different methods.
Subject Classifications: M.R.: 65M99, 76B15.

INTRODUCTION

The shallow water equations are frequently used as a mathematical model for water
flow in coastal areas, lakes, estuaries, etc. Thus they are an important tool to simulate
a variety of problems related to coastal engineering, environment, ecology, etc. (see
Gambolati et al. [5])
In the last years many papers have been devoted to the numerical solution of these

equations by using finite differences and finite element methods. We mention, for in­
stance, Taylor and Davies [17), Kawahara et al. [9), Linch and Gray [12), Zienkiewicz
and Heinrich [19), Goussebaile et al. [7], Peraire et al. [13], Glaister [6], Bermudez et al.
[1].
When turbulent and dispersive effects are neglected the shallow water equations be­

come a nonlinear system of first order hyperbolic partial differential equations. The
numerical solution of this kind of system has been extensively studied in the recent
years mainly because of their applications to some important fields as aeronautical and
aerospace engineering.
In particular, finite volume methods combined with approximated Riemann solvers

have undergone a quick development in the last decade. The so called flux-vector and
flux-difference splitting methods give numerical results with high accuracy and properly
capture discontinuities or shocks for Euler equations.
More recently, the great interest of some relevant technological problems like hyper­

sonic reactive flows or combustion have promoted increasing research on numerical
solution of hyperbolic systems with source terms (Desideri et al. [4), LeVeque and Yee
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[11]). When the bottom surface is not flat, the shallow water equations have a source
term containing the gradient of the depth from a fixed reference level. Centred discretiza­
tion of this term leads to nonconservative schemes (see fig. 3 in section 5). In order to
avoid this problem we propose, following Bermudez and Vazquez [2], the use of upwind
schemes in a similar way as for flux terms.
Thus the well-known schemes for Euler equations as the Q-scheme of Van Leer, Roe's

scheme, the Steger-Warming scheme, etc. are adapted to solve the shallow water equa­
tions. The behaviour of the resulting schemes is analyzed in terms of a conservation
property. Numerical results for some test examples including the dam break problem
and tidal currents simulation are given in order to compare performances of the different
methods.

THE SHALLOW WATER EQUATIONS

In this section we recall the shallow water equations which are a useful model to simulate
free boundary flows of an incompressible ideal fluid a shallow domain, i.e. a domain with
a small depth compared to its other dimensions (see fig. 1).

z

Figure 1.

Let h(x, y, t) be the height of the fluid at point (x, y) at a time t and H(x, y) the depth
of the same point but from a fixed reference level.
By integrating the incompressible Euler equations in depth and then taking into ac­

count the kinematic and kinetic boundary conditions on both the free and the bottom
surfaces one can get (see for instance Stoker [16]) the following generalized conservation
law:

aw(x,y,t) 8F.(w(x,y,t» 8F2 (w(x,y,t» (1)
at + 8x + 8y = G(x,y,w(x,y,t»,

(x,y) E O,t E (O,T),

where:

= (~)

F,(w) = (

(2)

(3)



(4)
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(

gh o:(x, y) )
G(x,y,w) = ox.

h oH(x, y)
9 oy

Vector field (Ul' U2) denotes the averaged horizontal velocity and n is the projection of
the domain occupied by the fluid onto the xy plane.
For the sake of simplicity, in this paper we consider the one dimensional version of

(1), i.e.
ow(x,t) of(w(x,t)) G( ( )) (5)at + ax = x,w x,t ,

where

w=(
h ) ( ~ ), (6)

hu =

F(w) = (
q

) G(x, w) = ( 0 ) .q2 1 (7)
_ + _gh2 ghH'(x)
h 2

However numerical results in section 5 include two-dimensional test cases.
We recall that (5) is a hyperbolic system of nonlinear partial differential equations.

Indeed the Jacobian matrix of the flux given by

A(w) = ( q2

0

2

1

q )
- h2 +gh h

is diagonalizable and its eigenvalues are real numbers. More precisely we have

A =TAT- l

with

T(w) = (q 1.r:L q 1.r:L) ,A(w) = ( Al
h + V gh h - V gh 0

and

Al = *+ Vih
A2 =*-vgh.

Observe that q/h is the velocity of the fluid and c = -J9ii is the wave speed.

NUMERICAL SCHEMES

For the numerical solution of (5) we use an explicit finite volume method.
Consider a mesh {Xl' .. ,XM} of the domain fl, (see fig. 2).

(8)

(9)

(10)

(11)

(12)

Figure 2.



258 Computer Modelling for Seas and Coastal Regions

Denote by t::u:j = Xj - Xj_1 and by Aj the length of the Cj-cell, i.e.

A- _ ~Xj + ~Xj_1
) - 2 (13)

Let us consider a discretization in which the nodes do not lie on the boundary.
Then, starting from an approximation W n of the exact solution w(.,tn ) we use the

Euler's scheme, to compute W n+ l
, i.e.

(14)

Spatial discretization is done assuming that W n is a piecewise constant function given
by

W n( ) n.f ( ~Xj ~Xj+I) ( )
X =Wj I X E Xj - -2-' Xj + -2- . 15

Upon integration of (14) over the cell Cj using the trapezoidal rule, the following explicit
conservative scheme is deduced:

W n+1 Wn ~t (Fn n) 1 (Gn Gn)j = j - ~x j+I/2 - Fj _ I/ 2 + 2~t j+1/2 + j-I/2· (16)

Upwind schemes for homogeneous problems are now obtained by replacing Fj ±I/2 by a
numerical flux function ¢ :

F/'+1/2

F'P-I/2

¢(W/, ,W/,+d
¢(W/'_I, Wp).

(17)

(18)

In recent years a great number of papers were devoted to introduce different numerical
fluxes. In the homogeneous case, i.e. when G == 0, the so called flux-vector and flux­
difference splitting methods give numerical results with high accuracy and discontinuities
or shocks are properly captured. Moreover theoretical bases are well established. A
review of these has been given in Harten, Lax and van Leer [8] and in the book by
LeVeque [18].
More recently, research is increasingly devoted to the case of non-strict conservation

laws, i.e. hyperbolic systems with source terms (see [4] and [11]). A particular case is the
shallow water equations when the depth of the domain is not constant (i.e. the bottom
surface is not flat).
Numerical experiments reveal that, in this case, the source term cannot be discretized

in a centred way because mass is not conserved and waves are not well propagated. This
bad behaviour can be seen in fig. 3 by comparing two different discretizations of the
source term: a centred one and an "upwind one". In both cases the van Leer Q-scheme
together is used. 65.8 ...--------------,

64.8 _-

63.5 _

- - -

8.8

63. 8 -t--,-.---,-,---r-''---'--'--'--'',.---.--.-.-i
4606. 7 9333. 3 14""'''' e

Figure 3. Centred source ****, "upwind" source ++++
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Observe that while physical differences of the values of h at the same time must be
quite small (depth is about 40m. and then the velocity of propagation of waves is about
20m/s. ), the computed values for h exhibit oscillations. This fact leads us to upwind
the source term in a similar way to the flux. In what follows this upwinding is done for
several flux-vector and flux-difference splitting methods.
In order to do that a technique is proposed in Bermudez and Vazquez [2) where

the source terms are approximated by "numerical source functions", tPL and tPR' More
precisely,

Gj+l/2
Gj_l/2

tPR(Xj,Xj+l,Wp, WP+l)

tPL(Xj-l,Xj, W?.. l' Wn·
(19)

(20)

In the above mentioned paper general techniques to obtain these functions in the case of
well known flux-vector and flux-difference splitting methods are given. In what follows
we consider the application of these techniques to the shallow water equations.

EXTENSION OF FLUX-DIFFERENCE SPLITTING METHODS: Q-SCHEMES

These schemes are a family of upwind schemes corresponding to numerical fluxes of the
form:

F(w) + F(v) 1
cP(w,v) = 2 -2 IQ(w,v)l(v-w), (21)

where Q is a matrix characteristic of each Q-scheme.
In order to obtain the numerical sources we project the source term evaluated in a

reference state w, near wand v, onto the eigenvectors of Q and then we define the left
and right numerical sources as follows:

tPL(X,y,W, v)

tPR(X,y,W, v)

(I + IQ(w)IQ-l(w»G(x, w)

(I - IQ(w)IQ-l(w»)G(x, w).

(22)

(23)

This means that the contribution of the source to the solution is given by its projection
onto the local eigenvectors of the Q matrix upwinded by using the Q-scheme. In the same
way as for the numerical flux, automatically we have the consistency of the numerical
source with the source term.
Q-scheme of van Leer
This scheme corresponds to the choice ofQ equal to the Jacobian matrix A of the flux

and w is the arithmetic mean value of wand v :

(
w+ v)Q(w,v) = A -2- . (24)

Replacing (24) in (21), (22) and (23) we obtain theexpressiolls of the numerical flux and
the numerical source functions, respectively.
Roe's scheme
In [14) Roe defines a matrix Q which satisfies the property:

F(v) - F(w) = Q(w,v)(v - w). (25)

Q is equal to the flux jacobian matrix A evaluated at some state w =w(w,v) known as
"Roe's average of wand v" In [6) Glaister proposes the following choice of Q for the
shallow water equations

Q(w) =A(w) = (
o

u+ c?
(26)
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where

( hL ) ,WR ( h~:R ) , tV = ( h~ )WL = hLUL
it

...;Tl;.UL + ..;n;UR
...;Tl;. + ..;n;

h = JhLhR

C = )9 CL;hR).

The eigenvalues and eigenvectors of A are

.fl = it + C >'-2 = it - C

el = ( }l ), e-2 = ( L).

(27)

(28)

(29)

(30)

(31)

In order to obtain the numerical sources we take the Q matrix in (22) and (23) as the
one defined in (26). On the other hand G(x, tV) is taken to be

G(x, tV) = ( c2~{' ), (32)

with c given by (30).This choice of G(x, tV) guarantees that the scheme satisfies a con­
servation property to be defined later on.

EXTENSION OF FLUX-VECTOR SPLITTING METHODS

These schemes are based on a decomposition of the physical flux:

(33)

Accordingly the numerical flux is given in the form:

To extend these schemes to the non homogeneous case we take:

1/JL(X,y,W,V) = 1/JR(X,y,W,v) = 1/J(x,y,w,v),

and 1/J given by
1/J(x, y, W, v) =1/J+(x, y, W, v) + 1/J-(x, y, w, v),

(34)

(35)

(36)

where 1/J+ and 1/J- are functions to be defined for each particular method.
Steger and Warming scheme
In (15] Steger and Warming introduced the notion of the flux-splitting for the equations

of gas dynamics. They took the advantage of the fact that in gas dynamics F is a
homogeneous function of W of degree one, that is

where A is the jacobian matrix.
Using (37) they defined

F(w) =A(w)w, (37)

(38)
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The shallow water equations do not have this homogeneity property of the flux. How­
ever we can construct a matrix A * (w) strictly different from the jacobian matrix such
that (37) is verified. It is given by

A"(w) = (
o

~) (39)

Then we define </J by
</J(w, v) = A*+(w)w + A"-(v)v.

and the functions 1f;+ and 1f;- by

1f;+(x,w, v) = ~(I + IA*(w)IA*-I(w))G(x,w)

1f;-(y,w,v) ~(I -IA*(v)IA*-I(v))G(y,v).

(40)

(41)

(42)

Vijayasundaram's scheme
This author proposes in [18] a flux splitting scheme corresponding to the following

choices:

¢(w, v) = A+ (w; v) w + A- (w; v) v (43)

and

1f;+(x,w,v) ~ (I + IA (w; v) IA-I (W; v)) G(x, w)
~(I_IA(w;v)IA-I (w;v))G(y,v).

(44)

(45)

This scheme also uses the homogeneity of the flux, then again we need to replace A with
the matrix A* in (43), (44) and (45), for the shallow water equations.

A CONSERVATION PROPERTY

As already mentioned the shallow water equations for a variable depth domain are not a
system of strict conservation laws. Due to that there is not a reason for the numerical
methods we have introduced in the previous section to preserve mass. To guarantee this
desirable behaviour we introduce the following definition.

Property C: A scheme satisfies the property C if it is exact when applied to the
shallow water equations with the conditions

h(x,O)

q(x,O)

h(O,t)

H(x)

o
H(O).

(46)

(47)

(48)

It is clear that the corresponding solution is given by

h(x,t) = H(x)

q(x, t) = O.

(49)

(50)

In Bermudez and Vazquez [2] it is proved that property C holds for Roe's scheme and
the Q-scheme of van Leer.
However the flux-splitting techniques we have extended do not have this property.

This is the reason why the corresponding numerical results included in the next section
are good for constant depth but present unphysical oscillations for variable depth.
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NUMERICAL RESULTS

(51)

Depth function

Boundary conditions

Initial conditions

We describe the three tests we have considered.
Example 1: Dam break problem
Consider a wide channel having a flat bottom surface and a barrier placed across its

width. Let hI (resp. ho) the height of the water upstream (resp. downstream) and
assume hI > ho . At a time t = 0 the barried is suddenly removed and the problem is to
determine the subsequent motion for all x and t. The solution of this particular problem
is known analytically (see Stoker [16]). It represents a flow consisting of a bore travelling
downstream and a rarefaction wave travelling upstream.
Figures 5 to 12 show the numerical results obtained with the methods developed in

section 3 together with the exact solution to compare them in terms of the numerical
dissipation and shock capturing. In all cases hI = I,M = 50,Li. = 10-3 and t = 1.
Figures 5 to 8 represent the solutions for the subcritical case hI!ho = 2 and those

from 9 to 12 correspond to hI!ho=00, i.e. ho=0 which is a supercritical situation.
In the last case the rarefaction wave presents the "dog-leg" phenomenon at a sonic

point. Notice thar Vijayasundaram's scheme solves this problem satisfactorily while the
others amplify the phenomenon.
Example 2: Tidal current (one-dimensinal)
The second example is the propagation of a tidal wave in a coastal region with variable

depth. More precisely we have n = (0, x E ) and:

{
h(x,O) oH(x)
q(x,O)

{
h(O, t) H(O) + 4+ 4sen (7r (86~~00 - D)
q(xE,O) 0

H(x) =50.5 - ~: + lOsen (7r G: + D).
Observe in fig. 13 to 16 that the extensions of Q-schemes give qualitative good results

in the sense that the tidal wave is well transmitted along the channel, these schemes
are in good agreement with those obtained using implicit finite element methods from
Bermudez, Rodriguez and Vilar [1). On the contrary flux-splitting techniques lead to
numerical results with too high differences in the water level. The reason for this bad
behaviour as already mentioned is that these last schemes do not satisfy property C.
In figures 13 to 14 ,XE = 14.000m and we compare the extensions of Roe's scheme

with the Vijayasundaram's. We take M = 50,Li.t = 0.5s and t = 10800s + ++ and
t = 21600s ***. In order to have a length greater than one wavelength in fig. 15 to 16 we
take X E = 648.000m. The results corresponding to t = 10800s are shown; it can be seen
that the wave propagates only to 1/4 of the whole domain and the velocity vanishes in
the remainder. In this case the results obtained by the extensions of van Leer's Q-scheme
and Steger and Warming's scheme are compared. Now we take M = 50,Li.t = 360s and
t = 10800s .
Example 2: Tidal current (two-dimensinal)
In this example we consider the two-dimensional equations for the previous example.

Now n =(0, xE ) x (0,2YM) (see fig. 4).
r;

r·1 n

I"'11

Figure 4.
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Initial conditions

Boundary conditions

Depth function

{
h(x,y,O) OH2 (x,y)
q(x, y, 0) =

{

h - H2(0,0)+4+4sen(7T(86~:00-D)
q _ 0 on [2

q 1\ 1/ _ 0 on f l

H 2(x,y) = H(x) (1- (Y~:M) 2).

On f o

(52)
where 1/ is a unit normal vector.
We have used the techniques studied in section 3 for a Delaunay-Voronoi finite volume

discretization. Property C can also be proved for the extensions of Q-schemes we have
given.
Figures 18 to 19 shows the computed height and velocity field for time t = 10800

using the extension of the van Leer Q-scheme. In order to compare these results to the
one-dimensional ones fig. 20 and 21 show the hand UI values for the section y = YM at
the same time. Observe that as the deth is not constant along the y-direction is greater
that obtained for the one dimensional model.

CONCLUSIONS

We have proposed extensions of some upwind schemes to hyperbolic conservation laws
with source terms. We have applied these extensions to the shallow water equations: since
the flux associated to these equations is not homogeneous we have introduced a matrix
different from the jacobian in order to get a factorization of the flux allowing to use some
flux-splitting techniques. We have also noticed the importence of a conservation property
for the scheme to propagate waves at the right velocity, and proved that the extensions
of the Roe's scheme and Q-scheme of van Leer verifies it. Preliminary numerical results
and theoretical developements now in progress confirm that this work can be extended
to the two-dimensional case.
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DAM BREAK PROBLEM (functions hand Q)
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Fig.7 .- Ext. of Steger-Warming's scheme Fig.8 .- Ext. of Vijayasundaram's
scheme
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Fig.ll .- Ext. of Steger-Warming's scheme Fig. I:! .- Ext. of Vijayasunuaram's
scheme
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TIDAL CURRENT (one-dimensional)
Surface elevation A - H, A - h Velocity u
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Fig.13 .- Extension of Roe's scheme
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Fi .14 .- Extension of Vijayasundaram's scheme
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Fig.16 .- Extension of Steger-Warming's scheme
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TIDAL CURRENT (two-dimensional)
Extension of the van Leer Q-scheme

Fig.17 .- 0 pth (A - H2(x,y»

Fig.l .- lI(x,y,t) - H(x,y), (isovalu )
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ABSTRACT
A three dimensional computation of a Mediterranean Bay is presented.
The numerical procedure does not consider the hydrostatic hypothesis
and introduces a two equations closure model for turbulence (/'C - e
model). Application to the real configuration of the Cannes Bay involves
the description of the dynamic and thermal fields, featuring recircula­
tion and upwelling zones, and focuses on the importance of the open sea
boundary conditions.

INTRODUCTION

The Mediterranean sea is a deep and closed sea characterized by a broken
coastline and large slopes extending from the coast to the shelf. The
results presented here concern the complex turbulent flow induced in
such coastal areas by offshore currents, water discharge and wind effects.
Taking these factors into account, the local treatment of coastal

Mediterranean areas suggests that the hydrostatic assumption is to be
discussed and that a non homogeneous turbulent diffusion is to be ex­
pected (see Nihoul et al [1)).
So, a complete three dimensional computation of a coastal area has

been performed, irrespective of the hydrostatic hypothesis and introduc­
ing a two equations closure model for turbulence (a /'C - e model adapted
to stratified flows) and including Coriolis effects which are known to be
significant in such configurations.
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THE NUMERICAL MODEL

Physical assumptions
The fluid is considered as newtonian and incompressible buoyancy

effects are introduced through the density variations due to temperature
and salinity effects, in keeping with the Boussinesq hypothesis, and a
free surface condition is imposed.

The complete three Navier-Stokes momentum equations are conside­
red in the form:

(1)

associated to the continuity equation:

8Ui = 0
8X i

The temperature and salinity equations write:

(2)

(3)
80 80 8u'()'
-+Uj-=---'-
8t 8x j 8x j

8S + U
j

8S = _ 8uis' (4)
8t 8x j 8x j

where Ui are the mean velocity components in a cartesian frame, P the
pressure variation from the r reference field corresponding to the hydros--tatic equilibrium of the water column, p the fluid density, \II the earth
rotation vector, 0 the mean temperature, S the salinity and 'TJ is the
surface elevation. Note that the molecular diffusivity term is neglected
compared to the turbulent one.

The turbulence closure model obeys the Boussinesq assumption in­
troducing the turbulent viscosity concept in the form:

-uiuj = Vt (~~; + ~~:) - ~8ij~ (5)

where Vt is the equivalent viscosity coefficient due to turbulence and K,

the turbulent kinetic energy ~uiui.



(6)
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In the same way, turbulent diffusivity coefficients are introduced for
the thermal (I<d and salinity (Dt ) fields:

-ujO = I<t ae/aXj
-ujs = Dt as/aXj

These two coefficients are empirically deduced from Vt using values of
the Prandtl and Schmidt turbulent numbers, Prt = vtII<t, SCt = vtlDt
equal to unity.
The leading coefficient Vt is deduced from K and £ local values using

the law (Hanjalic and Launder [2]):

K
2

Vt = C!-' - (7)
£

where the C!-' coefficient is related to the production/ dissipation rate as
to the flux Richardson number (Rf = -G/ P) for stratified flows (Rodi
[3]). This coefficient takes a constant value in this application.
The transport modelling equations for K and £ in a stratified flow

field wri te:

and

a£ ac £ a (Vt a£) £2- + Uj - = Cd (1 + C<3Rf) - (P + G) + - -- - C<2 ­at aXj K aXj a< aXj K

by introducing:

- the production term

(8)

(9)

P = -u'u'- aUi

• J aXj
- the turbulent buoyancy term that writes in a first order approxi­

mation:

G = - fJe 9j ujO + fJs 9j ujs

with fJe = -l/Pr (ap/ae)r and fJs = l/Pr (ap/aS)r'
The adopted values for the model coefficients are the classical ones:

C!-' = 0.09 ak = 1.0 a< = 1.3 Cd = 1.44 C'2 = 1.92 C<3 = 0.7

The boundary conditions at the bottom as well as upon the lateral
walls introduce a wall correction for the K - £ model. The free surface



(10)
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boundary condition is obtained in first order by permitting a mesh verti­
cal deformation satisfying the momentum equation (2) and the following
equation on the surface (z = 1]):

01] = _ (US 01] + Vs 01]) - Wsot ox oy
where Us, Vs , Ws are the mean velocity components on the surface.

The wind effect is deduced from the entrainment law proposed by
Sheng (1983):

(11 )

where Pa and Pr are the density of respectively the air and the reference
medium (salt water), Uw and Vw the velocity components of the wind
measured ten meters above the air-sea interface, and Cda a mean shear
coefficient, equal to 0.0015.

The Numerical procedure

In order to solve the complete three dimensional set of equations (1)
to (4) and (6) and (7), an iterative algorithm based on the "artificial
viscosity" method (Chorin [4]) is performed, using a finite difference
discretization in an orthogonal staggered grid, associated to a "MAC"
integrating procedure.
The horizontal grid size is 500 meters, when a 10 meters grid was

generated on the vertical direction with respect to the real topography.
The numerical code has been validated for different configurations

concerning laboratory flows as well as actual on site flows ([5), [6)).

The vectorized code in finite differences was performed using CRAY­
2 and YMP computers.
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RESULTS

The computational domain (fig. 1) includes from the West to the East:
the Cannes Bay, the Lerins Islands and the Juan Gulf, and extends up to
10 kilometers offshore. The circulation is dominated by the entrainment
effect of the Ligure current which localisation and intensity are widely
variable (Millot [7], Sammari [8]).
The velocity profiles of the modellized current are presented on fi­

gure 2. Temperature and salinity profiles as presented on figure 3 cor­
respond to the initial conditions in the whole domain and to the con­
ditions imposed anytime on boundaries. These profiles are provided
from measurements realized in the Cannes Bay during the month of
May (Dekeyser et aI, 1991).
Different configurations have been compared, relative to the Ligure

current entrainment effect and the wind occurrence.
At first, two kind of boundary conditions have been introduced to

represent the longshore Ligure current, with the vertical profile presented
on figure 2 -a.

- The first one corresponds to weak entrainment conditions, i.e. Von
Neumann conditions (oU/ ox = 0) are imposed at the seaward and out­
flow boundaries (cases A, B, C).

- The second one corresponds to "moving wall" boundary conditions,
i.e. a Dirichlet condition on the seaward velocity component (cases D,
E, F, G, H) and a Von Neumann condition at the outflow boundary.

Furthermore, in these two cases, a mass transfer can be imposed
through the seaward boundary following the vertical profile of figure 2 -b.
Inflow conditions correspond to cases Band E, when outflow conditions
are imposed for cases C and F.

In the end, wind effects are accounted in cases G and H.

The surface circulation in the computational domain are presented
on figure 4-a to 4-h.
Everytime, the surface circulation is dominated by zones of recir­

culation located in the Juan Gulf and downstream the Lerins Islands.
The main noticeable effect is relative to the shear effect of the offshore
current. The comparison between the cases A and D shows clearly the
sensitivity of the resulting circulation to the way of modelling this shear
effect. While the weak shear effect in case A involves the development of
a recirculation region in the Gulf Juan and a skirting of the islands (Fig.
4-a), the strong shear condition in case D accentuates these effects and
modifies significantly the circulation inside the Cannes Bay. Indeed, a
large vortex is observed in the case D downstream the islands associated
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to an inverse recirculation effect inside the Cannes Bay. We can notice
that the flow penetration observed in the Cannes Bay in both cases is
representative of strong three dimensional effects.
By reference to the two cases A and D, only secondary effects are

observed when applying mass fluxes across the open sea boundary or a
wind entrainment.
An inflow condition (cases B and E) increases the flow penetration

effect upstream the Lerins Islands and breaks up the stable vortex ob­
served in the case D (Fig. 4-d and 4-e).
In the same way, an outflow condition across the seaward boundary

(cases C and F) modifies the offshore region of the computational do­
main, acting more significantly in the case F of a strong shear boundary
condition, breaking up, one more time, the vortex taking place down­
stream the Lerins Islands in the case D.
Wind with magnitude of 4 meters per seconds have been imposed

from South-West and North-East (cases G and H) associated to a strong
shear condition (reference case D).
The surface circulation is then locally modified, in the way of a per­

turbation when the wind blows against the current (case G) and a reg­
ulation when the wind blows the same direction as the current. In both
cases, the wind induces the vortex vanishing in surface downstream the
islands.

Then, the main forcing effect on the dynamic field arises from the
inflow condition acting on the upstream longshore boundary, when the
seaward boundary condition only confines the flow. The resulting sur­
face velocity field presents quite different structures, especially in the
case D when the sheared boundary conditions are sufficient to induce a
structured recirculation region downstream the Lerins Islands.

For every case, a three dimensional flow is observed with vertical
components of velocity up to 0.5 cm/s. Vertical velocity profiles are
presented on figure 5 for two vertical West - East sections. The figure 5-a
corresponds to the first section located south of the Lerins Islands, when
the figure 5-b corresponds to a section close to the seaward boundary.
Figure 6 shows the visualization of particles trajectories in the com­

putational domain in the case D. The three-dimensional conical struc­
ture of the vortex occuring downstream the islands is clearly observable
associated to a significant time of advection over the domain.

Refined mesh

In order to characterize the sensitivity to the mesh size, a 250 x 250m2

horizontal grid has been involved for comparison to the results obtained
by using a 500 x 500m2 grid. In the case A simulation, a quite similar
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surface circulation is then obtained (Figure 7). Detailed comparisons
bring out the occurrence of secondary vortices, for example downstream
the Lerins Islands. However, the general circulation as well as the local
velocity magnitudes are in good agreement between the two simulations.

Hydrostatic hypothesis

A test case has been computed by considering no buoyancy effects in
order to verify for coastal flows the hydrostatic hypothesis generally ac­
cepted for large and meso-scales circulation models.
Considering equation (1) in the vertical direction, the acceleration

terms dWjdt are in balance with the turbulent diffusion terms to gene­
rate a vertical pressure gradient.
For the considered bathymetry, the visualization of the pressure field

(Figure 8) over the first 100 meters depth confirms that a pressure ver­
tical gradient occur in the strongly shaped regions, in the neighbouring
of the islands and in the Gulf Juan. Anyway, the order of magnitude of
the different terms is never more than 210-4 when compared to g.

CONCLUSION
A numerical three-dimensional model, adapted to coastal Oceanography,
has been applied to the real configuration of a Mediterranean site. This
model considers the complete Navier-Stokes equations associated to two
closure equations for turbulence (K - c model).
The description of the dynamic field, featuring recirculation and up­

welling zones, characterizes the importance of the open sea boundary
conditions. Inflow conditions as well as wind effects are analysed, pro­
viding secondary effects. Wind effects are shown to modify the surface
circulation in a significant way. In the end, the hydrostatic hypothesis
is shown to remain acceptable for such configurations.
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a) South of the Islands

b) Near the seaward boundary

Fig. 5 Velocity fields in West - East vertical sections - Case A
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Fig. 6 Particles trajectories in the computational domain - Case D

Fig. 7 surface Circulation using a 250 x 250m2 grid - Case A



Computer Modelling for Seas and Coastal Regions 285

Fig. 8 Pressure field
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ABSTRACT

We introduce RITA I, a one-dimensional finite element model specifically
designed to aid graduate-level teaching and exploratory research on shallow
water dynamics and modeling. RITA1 uses a very flexible solution of the
momentum and generalized wave equations, and is served by a user-oriented
interface with broad scientific visualization capabilities. The application of
RITA1 is illustrated through a classroom-oriented study of the generation of
shallow water tides and a research-oriented comparison of alternative numerical
solutions of the advective terms.

INTRODUCTION

The numerical modeling of shallow water flows has progressed very signifi­
cantly over the past half-century. Leading depth-averaged models, if properly
calibrated and validated, can often claim a satisfactory degree of predictive abil­
ity within the requirements of many engineering applications I. Computational
costs per node and per prototype unit of time have decreased drastically, as a
consequence of both an explosive evolution of hardware and a steady evolution
of numerical techniques. This reduction of computational costs has in turn
fueled fruitful research and applications in fully 3-D modeling, and in long­
term, highly resolved, regional modeling.

As in many fast-evolving areas, however, only marginal effort seems to be
put into systematic comparative research (The Tidal Flow Forum l is a notable
exception), advanced education, and practical training. Reflecting this trend,
circulation models are typically developed very rigidly around a preferred
numerical technique, with emphasis being placed on efficiency rather than on
the flexible exploration of alternatives.
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RITA1 (River and TIdal Analysis, 1-D version) is a part of an evolving
computational structure that is specifically aimed at teaching and education,
sensitivity analysis, and exploratory research, rather than at efficiency and prob­
lem-solving. Denoted ACE1 (Analysis of !::oasts and gstuaries, 1-D version),
this computational structure includes a range of flow and transport-transforma­
tion models, and is served by a menu-driven interface that controls grid genera­
tion, model selection and execution, definition of input parameters, and
scientific visualization (Baptista et al.2).

The present paper concentrates specifically on RITA1.We will describe first
the fonnulation of the model, with some emphasis on the treatment of non-lin­
ear tenns. We will then illustrate the use of the model for graduate-level teach­
ing/education and for exploratory research: the generation of shallow water
tides and the numerical treatment of advection will be used as sample topics.
Elsewhere in the proceedings RITAI is used in "sensitivity analysis mode" to
examine the propagation of locally-generated tsunamis in the Pacific Northwest
coast of the United States (Baptista et al.3)

REFERENCE MODEL FORMULATION

RITA1 can be classified as a "generalized wave equation formulation finite ele­
ment model". This type of model was introduced by Lynch4 and Kinnmark5,
and is currently very popular among the finite element modeling community,
because of the inherent ability to eliminate the spurious spatial oscillations that
plague primitive-equation finite element models.

RITA1 solves for the depth-integrated generalized wave equation (GWE)
and the momentum equation (ME), neglecting velocities and gradients in the y­
direction:

where:

a" a2 a drl drl a---Huu-g-H-+G- +-(G-'t)Hu = 0
at2 ax2 ax ax at ax

au au drl
- + u- + g- + 'tu = 0
at ax ax

Tl- elevation [m]
g- gravity [ms-2]
't - friction parameter [s-1 ]

H- water depth [m]
G-wave equation weighting factor [s-I]

(1)

(2)

The friction factor, 't, can be either imposed as a constant or defined as a
function of the flow, in the form:
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where n is the Manning coefficient [sm-l13]. The factor G is imposed as a con­
stant (an option defining G as a direct function of t will soon be implemented).

The governing equations are solved sequentially: the GWE is solved first
for elevations, and the ME is then solved for velocities. This approach prevents
an implicit treatment of velocities in the GWE, but otherwise allows a flexible
time-discretization in the form:

GWE:

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

ME:

(14)

(15)

(16)
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3 0+1 3 0tu'" motu + m1tu (17)

where wf and mf are weighting factors, which are constrained only to guaran­
tee consistency; k specifies the term within the equation, and i the time level.
We note that three time levels are used for the GWE (because of the second
derivative in time of the elevation), while only two time levels are used for the
ME. We also note that the time discretization of each term of the governing
equations is controlled individually, a feature consistent with the goals of
RITA1, but seldom found in "production" codes. Finally, we note that the terms
represented by equations (10) through (13) cancel mutually when G == t.
The spatial problem is handled through a weak-formulation Galerkin finite

element model, currently implemented only on linear elements; however, the
code is prepared for straightforward extension to quadratic elements. All inte­
grals are evaluated with 3-point Gauss quadrature. The treatment of boundary
conditions follows Luettich et 0/.6.

ALTERNATIVE SCHEMES FOR NON-LINEAR TERMS

Alternatives to several aspects of the reference formulation described above are
selectable in RITA I' We will concentrate here on the treatment of non-linear
terms (advection, in particular), arguably a leading challenge in circulation
modeling.

(18)k = 1,2

Element-based definition
In the reference formulation, all non-linear terms vary over each element con­
sistently with the linear variation of velocities and elevations over the same ele­
ment; in particular, the advective term in the momentum equation, uau/ax,
varies linearly over each element. Luettich et 0/.6 suggest that better-behaved
(smoother and more stable) numerical solutions may be obtained if, instead, the
advective term is averaged over the element, in both the momentum and gener­
alized wave equations. This approach, which Luettich et 0/.6 recommend only
for the advective term, leads to:

GWE:

2 Ja$k au 2 au Ja$k- - Hu-dr ... -(Hu-) - dr
Leear ar Le ar eear

ME:

k = 1,2 (19)

where <Y>e represents the average of Y over the element.

Time-extrapolation
The reference formulation deals with all non-linear terms explicitly, to allow
both the decoupling of the GWE and ME equations, and the time independence
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of the mass matrices of the associated algebraic systems of equations. However,
the same objectives can be achieved by introducing a pseudo-implicit treatment
of the non-linear terms. The approach is novel, has inherent potential, and
should be applicable to all non-linear terms. It consists in "estimating" the ele­
vations and velocities at time n+1 by linear extrapolation from times n and n+1,
i.e.

iin + 1 = 2un _un - 1
(20)

(21)

and using the resulting values and their derivatives to estimate the non-linear
terms at n+1; those estimates are then appropriately weighted and added to
equations (7)-(10), (12), (13), (15) and (17). For instance, Eq. (15) becomes:

au I-n + 1 a -n +lin a n
U- z mOu -u +m1u-u
ax ax ax

(22)

Upwinding
Upwinding has been often used, although with mixed success, in the solution of
both the transport and shallow-water equations. The concept is simple: when
dealing with advection, most weight should be given to the information that is
upstream (rather than downstream) of the node of interest.

As an alternative to the reference formulation of RITA}. we extend to the
shallow water equations the "n+2 upwinding" strategy proposed by Westerink
et al.7 for the transport equation. To this end, we introduce special weighting
functions when (and only when) dealing with the advective term in the ME. The
modified weighting functions are defined as:

Wi (r) = <Pi (r) - aF2 (r) -I3F3 (r)
wj (r) = <Pj (r) + aF2 (r) + I3F3 (r)

(23)

where i, j denote the downstream and upstream nodes of the element, respec­
tively, and <Pi (r) and <P- (r) are shape functions. F2 (r) and F3 (r) are qua­
dratic and cubic correcti6n functions:

F2 (r) = 3<p- (r) <p. (r)
I J

5
F3 (r) = Zr<Pi (r) <Pj (r)

(24)

(25)

Coefficients ex andl3 lie in the interval [0,1], and define the desired degree
of upwinding. If 13 = 0 we revert to a more common "n+1 upwinding", and if
a = ~ = 0 we revert to the centered Galerkin that constitutes the reference in
RITA l ·
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At an elemental level, the advective tenn in the momentum equation
becomes:

k = 1,2 (26)

Eulerian-Lagrangian fonnulation
Eulerian-Lagrangian methods (ELM) have been effectively used to solve both
the transport (BaptistaS) and the shallow water equations (Galland et al.9). They
have never been used, though, in the context of a GWE model. Our implemen­
tation of an ELM strategy in RITAI calls for re-writing and time-discretization
of the non-conservative momentum equation as:

Du un+l_u~ drj I- "" = -(g-+tu)
Dt L\t ax l

(27)

where the superscript ~ denotes the foot (at time n) of a characteristic line that
follows the flow. The generalized wave equation remains unaffected, relative to
the standard fonnulation.

To solve the modified ME we use a standard Galerkin method. The location of
the foot of the characteristic lines is computed with a second-order Runge-Kutta
method; the procedure is iterative, as the position of the characteristic lines is a
function of the dependent variable of interest - see RemedioS for details.

APPLICATION AND VALIDATION

The interest of RITA1 as a tool for studying both physical processes and numer­
ical methods associated with the shallow water equations is illustrated below.

Generation of shallow-water tides
The propagation of tides in shallow-waters is a problem of significant complex­
ity and practical importance. RITAI and the associated visualization interface
can be used very effectively in a classroom context, to explore and demonstrate
several aspects of the problem. We will deal here very narrowly with the role of
specific propagation mechanisms on the generation of harmonic and compound
tides; a more comprehensive and detailed analysis is presented in RemedioS and
supporting video sequence.

We consider a longitudinal slice of a closed-end channel, 80 km long and
10m deep. The channel is forced at the open end by a combination of M2, S2

and 0 1 tides; forcing amplitudes are 1.5, 0.84 and 0.375 m, and all forcing
phases are zero. A space-time grid with L\x=500 m and L\t=60 s was used to sup­
port several RITA1 simulations, each simulation including only a specific set of



Computer Modelling for Seas and Coastal Regions 293

physical processes. After several tidal periods of warm-up from analytically­
generated initial conditions, 1024 h long, hourly records of elevation were "col­
lected" at two stations: A at the wall, and B at mid-channel. All records were
analyzed with a least-squares sinusoidal regression method, to identify ampli­
tudes and phases of the 16 tidal constituents listed in Fig. 1.

The first two simulations are fully linear, differing from each other only on
whether linearized friction is included. Frictionless conditions (Fig. la) lead to
significant, constituent-dependent, tidal amplification at stations A and B; these
amplification effects are drastically damped or reversed when linearized friction
is considered (Fig. Ib). Both numerical simulations agree very closely with ana­
lytical solutions. No energy is detected at any frequency other than the forcing
frequencies, an expected but important result that can be effectively used to
illustrate the notion that linear propagation mechanisms cannot transfer energy
from one frequency to another.

We now add a single non-linear term, either finite amplitude (Fig. lc) or
advection (Fig. Id), keeping in both cases a linearized representation for fric­
tion. It can be easily shown (e.g., Dronkers9) that both non-linear terms have the
potential to directly transfer energy to frequencies such as:

Olk = 100i ± Oljl (28)

where Oli' Ol. denote the forcing frequencies and Olk the shallow-water frequen­
cies. The nuhterical results are consistent with this expected behavior but pro­
vide interesting additional insight. For instance, we note that:

- The M4 (the first harmonic of the dominant forcing frequency Mz) and
the MS4 (the first order effect of the interaction of the Mz and Sz frequencies)
are consistently important constituents while the zero-frequency constituent
captures significant energy only when advection is accounted; i.e., the finite
amplitude contributes only marginally to a residual slope in the channel.

- The second and higher harmonics of the MZ and Sz (M6' S6, Mg, Sg) are
essentially negligible, while the M03 and S03 (the first order effect of the inter­
action of the semi-diurnal and diurnal forcing frequency) are more weakly rep­
resented than the MS4, but not negligible.

The individual effect of non-linear friction (Fig. Ie) differs significantly
from that of advection or finite amplitude. In particular, we now observe a very
significant energy transfer to frequencies of the type

(29)

such as 2MSz, 2MS6, M6 and 2SMz which are dominant in a fairly full spec­
trum of shallow-water constituents.
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The spectrum corresponding to a numerical simulation involving the
three non-linear terms of interest (advection, friction, and finite amplitude) is
shown in Fig. 1f. Dominant shallow water constituents are the 2MS2 (primarily
due to friction), the So (primarily due to advection), and the M4 and MS4 (con­
tributed by all terms). We note that some shallow water constituents (e.g., SO)
decrease in amplitude when all three (rather than only the dominant) non-linear
mechanisms are present, showing an interesting cancellation effect.

Numerical treatment of non-linear terms
The numerical handling of non-linear terms in the shallow water equations
remains a very challenging task. This in part because of the complex behavior
of some of these terms, and in part because of the scarcity of tools for system­
atic analysis of their numerical behavior.

We are using RITA1 as a numerical benchmark for testing and comparing
alternative solution techniques for non-linear terms. The approach is generally
implemented in steps. We first generate a "reference," quasi-exact solution,
using the standard technique described earlier together with extremely resolved
grids in space and time. The extreme resolution guarantees very high dominant
dimensionless wavelengths (e.g. Lm!~x>l000) and low Courant numbers (e.g.,
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Cu=O.l), hence leading potentially to a quasi-exact numerical solution. We then
solve the same problem for an appropriate range of more "practical" values of
~x and ~t, using the specific numerical method(s) of interest. Results are ana­
lyzed in terms of traditional error measures (e.g., ~-norm) and of amplitudes
and phases of specific constituents.

Fig. 2 compares several of the alternative treatments of advection, in the
context of a specific channel flow simulation. Further results and a consistent
analysis of the alternative numeric treatments of the advective term are pre­
sented in Remedio lO.
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Fig.2 - Comparison of alternative treatments of advection. ~ error norms
for elevations (white bars) and velocities (dark bars) are computed against a ref­
erence over-refined simulation (~x=100 m and ~t=1.2 s). Regular simulations
were performed in grids with ~x=10000 m (a, c, e) and ~x=2500 m (b, d, f).
(SID - Standard, EB - Element-based, TE - TIme-extrapolation, UPW ­
Upwind, ELM - Eulerian-Lagrangian Method).
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FINAL CONSIDERATIONS

RITA l and the encompassing computational structure ACE l were designed spe­
cifically to support graduate-level teaching and education, and exploratory
research on shallow-waters flow, transport, and transfonnation. These and simi­
larly oriented tools have a large and mostly unexplored potential for improving
our ability to understand and simulate specific processes and their interaction.
This should hold true both for leading-edge researchers and for application­
minded researchers and engineers.
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ABSTRACT

The dynamic compartment modelling programs EXAMS II and WASP4 are
applied to the aquatic ecosystem of Sydney Harbour, Cape Breton Island,
Canada, to describe the input and cycling of PAH through the south arm of
the estuary. Input data are based on oceanographic and chemical analytical
results obtained over a four year period (1987-1990). Seasonal variations are
included. The selected representative PAR for modelling were
benzo[a]pyrene and benzo[a]anthracene because of their well-known
carcinogenic properties and availability of their property data. The results
deal with the fate, exposure, and persistence of the representative PAH in the
modelled aquatic ecosystems. Numerical results are provided and EXAMS II
and WASP4 modelling capabilities are described.

INTRODUCTION

The operation of the coking plant and associated activities at the Sydney Steel
Corporation (Sysco) complex at Sydney, Nova Scotia, Canada, has caused
environmental contamination of the Muggah Creek area and of portions of
Sydney Harbour [1] (Figure 1). Coking probably began in 1899, together
with the start-up of the steel industry, and terminated in 1988. Historically,
effluent from the coking plant, together with surface runoff and groundwater
from the immediate area, was discharged via Coke Oven Brook into Muggah
Creek, a tidal tributary of Sydney estuary. The discharge of effluent from
Coke Oven Brook resulted in a buildup of coal and coke fines, and coal tar
residues in Muggah Creek, the so-called Tar Pond. From Coke Oven Brook,
polynuclear aromatic hydrocarbons (PAH) flowing along Muggah Creek
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Figure I Location of the study area on Cape Breton Island, Nova Scotia,
Canada.
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together with the PAH contribution from the Tar Pond deposits were being
discharged into the South Arm of Sydney Harbour. The coal tar material is
contaminated with various organics including polynuclear aromatic
hydrocarbons (PAH) and nitrogenous PAH (N-PAH), as well as heavy metals.

Polycyclic aromatic hydrocarbons are one of the more significant
classes of pollutant chemicals which give rise to concern over their harmful
effects to man and other living organisms when released into the environment
as a consequence of man's activities. This concern arises primarily from the
fact that even small concentrations of the PAH have been shown to be
carcinogenic to a wide range of animals [2-5].

It is generally agreed that the majority of PAH in the environment are
derived during incomplete combustion of organic matter at high temperatures.
Several mechanisms have been proposed for the formation of PAH by
pyrolysis and pyrosynthesis [6,7]. In pyrolysis, complex organic molecules
are partially cracked to lower molecular weight free radicals. Pyrosynthesis
of PAH then proceeds by the rapid combination of free radicals containing
one, two, or many carbon atoms.

The production of coke at Sysco complex involved exposing hard coal
to high temperatures in a reducing atmosphere, provided ideal conditions for
pyrosynthesis of PAH. Coal tars were also produced by the high temperature
treatment of coal. Thus, coal tar containing PAH was produced that could be
derived either from PAH indigenous to the coal or from pyrolysis of coal
hydrocarbons. The gaseous emissions associated with coal tar production
might also contain significant quantities of particulate PAH, which probably
contributed to contamination of the Sydney Harbour environment.

The toxic effects of PAH can be evaluated if field data and computer
modelling are coupled in a framework of realistic exposure evaluation and
risk analysis. In establishing the rate of release of chemicals in an aquatic
system, the tools of environmental chemistry, toxicology and ecosystem
modelling and simulation can be integrated to estimate exposure, fate, and
persistence of the contaminants. We applied two modelling programs,
EXAMS II (Exposure Analysis Modelling System, Version II) and WASP4
(Hydrodynamic and Water Quality Model, Version 4) [8], to PAH data
obtained from water and sediments from Sydney Harbour.

MODELLING OF AQUATIC ECOSYSTEMS

EXAMS and WASP are public domain models available from the EPA
Environmental Research Laboratory in Athens, Georgia, USA. EXAMS was
used to assess the fate, exposure, and persistence in the estuary of two
representative PAH, benzo[a]pyrene (BaP) and benz[a]anthracene (BaA).
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Study Area
The region hydrodynamically modelled with WASP4 was the South Arm of
Sydney Harbour including Muggah Creek. Less accurate geometry was
established with the EXAMS model, although the area modelled was close to
the actual areas of segments arbitrary chosen. The modelled site is of
sufficient volume to provide dilution of PAH to below trace-level values.

The entire Sydney estuary (harbour, north and south arms) is primarily
saline and tidal. Freshwater input is primarily from the Sydney River which
enters at the head of the South Arm. Muggah Creek receives some small
freshwater input from lesser tributaries (e.g. Coke Oven Brook), and is tidal
(including the Tar Pond).

Overview of Available Data
A concern regarding contamination of Sydney Harbour lobsters by
hydrocarbons and heavy metals, resulted in a number of studies designed to
reveal a variety of physical, chemical, toxicological and ecological parameters
of the ecosystem components. As a result, data sets were available on the
PAH and metal pollution of Sydney Harbour [1] and these data were used as
input to a modelling program to assess long-term impact of coal-tar on the
aquatic environment of the Sydney estuary.

Additional physical data were collected during oceanographic cruises
conducted in Sydney Harbour during 1987/1988. Measurements taken during
these cruises included temperature, salinity, and dissolved oxygen profiles,
current measurements, results of drogue studies, analyses of water column
and sediment samples for PAH, as well as vertical plankton tows, chlorophyll
measurements, and benthic samples for sorting and speciation. In other
cruises measurements included temperature and dissolved oxygen profiles,
salinity, pH, trace metals, solids concentration, carbonates, PAH, vertical
plankton tows, chlorophyll measurements, bacterial abundances, and benthic
samples for sorting and speciation. Sediments were analyzed for PAH, total
organic carbon and trace metals.

Modelling Procedure
EXAMS and WASP both have a steady-state option which requires that
residual currents be specified. In their treatments of toxic concentrations in
water and sediments, WASP and EXAMS are conceptually similar, but
EXAMS is simpler in its hydrodynamic compartment. Exposure and fate of
PAH which involves kinetics of advective and dispersive transport,
volatilization, photolysis, hydrolysis, oxidation, and microbial
transformations, however, all are well incorporated in this model. A helpful
feature of the EXAMS model is the existence of a 'library' of environmental
datasets, which includes the archived chemical data for selected PAH. WASP
includes more options involving the bed volume (constant or variable), and
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the characteristics of the suspended sediments.

The modelling option initially chosen was to provide an overview of
the hydrodynamics of Sydney Harbour and the exposure and fate of PAH as
simply as possible. The spatial extent of the model was the South Arm, and
the time scale was large and steady-state. With such a spatial extent,
constraints on segment length arise from considerations of advection and
dispersion. Steady-state implies that the source strength is constant, the
currents are steady, and the distribution of PAH is equilibrated. Tidally
averaged values were employed for dimensions of segments. In successive
refinements more field data were incorporated and utilized, the space scale of
resolution altered, and the time scale reduced to one year (with EXAMS) or
one tidal cycle (with WASP4).

The sorption of PAH onto the suspended sediment was modelled with
the assumption that the organic carbon of the suspended sediment behaves as
if it were octanol. The sorbed PAH was taken as the product of the
concentration of suspended particulates, of the fraction of this concentration
comprised by organic carbon, and of the octanol:water partition coefficient for
the PAH.

The WASP4 model was used to simulate the time series, in upper and
lower layers over a tidal cycle, of a water quality parameter (for example,
salinity). Therefore, the model had to be dynamic (as opposed to steady-state
EXAMS) to account for the variability over the tidal cycle, and be
two-dimensional (resolved axially and vertically) rather than one-dimensional
to account for differences between upper and lower layers. These simulated
time series can be compared with, fitted to, and substituted for observed time
series in the hydrodynamics calculation.

WASP4 was also the model chosen for simulating Muggah Creek
fluxes. WASP4 consists of hydrodynamic and water quality components,
DYNHYD4 and TOXI4, respectively. WASP4 is time-variable and success
has been achieved in operating it two-dimensionally even though DYNHYD
is a one-dimensional model. DYNHYD has been used for simulating tidal
flows which were barotropic (that is, uniform over the water column). In
order to reflect the stratified, two-layer opposing flow nature of the mouth of
Muggah Creek estuary, estuarine residual flows and observed stream flows
were superimposed upon the tidal flows from DYNHYD4 in TOXI4.

The task of providing appropriate input information was organized into
modules on geometry, hydrologic and environmental data, advection,
dispersion, suspended sediment distribution and properties, choice of
chemical, chemistry of the pollutant and its loading rate.
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Configuration and Bathymetric Inputs The EXAMS model contained three
sequential columns of water. Each column was divided into three segments:
the top one was termed upper layer type, the middle was lower layer and the
bottom one, which models sediments, was termed benthic layer. The
geometry is shown in Figure 2.

South Arm

Sediments
25mg/L

inflows from
Muggoh Creek

Sydney t<iver

Water Column
SegnH:nt~;

c;;>"=4d===n=j-----;:-/
Setlilnenls
SmC)/L

Sf'dlll1C'nt
S(;'(JrlH?nt 5

Figure 2 Schematic of EXAMS II model geometry.

The configuration of currents being modelled follows from the results
of the oceanographic surveys and moored current meters. The advective
stream in the lower layer flows landward while being entrained upward. The
upper layer flows seaward with an average speed of 1 to 2 cm/s.

The tides in the Sydney Harbour are mainly semi-diurnal, both lunar
and solar, with a maximum 1.4 m tidal range. There are seiches of amplitude
as large as 0.6 m, excited by storms [9]. The fundamental period is 120-130
minutes. The harbour is subject to freezing in winter, and in spring is
frequently choked with ice which may persist until late April.

Effluxes were sought at the mouth of Muggah Creek estuary, in the
interior of the model. In terms of geographical configuration, DYNHYD4
was set up with eight segments, each extending through the whole water
column and varying in volume over the tidal cycle, to model tidal currents in
the South Arm of Sydney Harbour and Muggah Creek. For TOXI4 the eight
hydrodynamic segments were subdivided into upper and lower layer water
quality segments. In addition, the hydrodynamic segment at the mouth of
Muggah Creek estuary was subdivided into outer (segments 11 & 12) and
inner (segments 13 & 14) units. Finally, bed segments were specified to
underlie the water column segments within the estuary of Muggah Creek for
a total of 22 segments (Figure 3).
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trj WATER COLUMN SEGMENTS

Figure 3 Schematic of DYNHYD4 model geometry.

In Muggah Creek, data collected from a bathymetric survey were used
for the modelling effort. For the South Arm, bathymetry was taken from
hydrographic charts. From the Muggah Creek bathymetry, a table was
calculated relating water surface area and water volume to water level. This
table was used to transform water elevation differences to tidal flows.

Flow Inputs In order to run the hydrodynamic DYNHYD4 model, flow
information was required for tidal flows, estuarine residual flow and stream
flows. Daily average stream flow, prorated from MacAskill's Brook, was
used for Sydney River and Muggah Creek runoff. Wash Brook and Coke
Oven Brook were grouped together as one freshwater discharge into segment
17.

Tidal flow information for TOXI4 was derived from observations at
the mouth of Muggah Creek, either of currents (preferred) or water levels.
In effect, the tidal flows for the whole South Arm, the model domain, were
keyed to observations at the mouth of Muggah Creek. The tidal flows were
prorated to represent tidal flows at the seaward boundary of the modelled
region for modelling purposes. Thus, TOXI4 was forced using the flows
(measured/modelled) at the mouth of Muggah Creek. The role of DYNHYD
in this application was to produce the route coefficients for TOXI4 which
relate tidal flows at all segment boundaries of the model to those at the mouth
of Muggah Creek. Specifically, DYNHYD4 was used to compute the flows
resulting from tidal forcing only.

The magnitudes of estuarine flow and stream flow were measured to
be 0.51 m3/s and 0.34 m3/s, respectively.
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EXAMS flow inputs are represented geometrically in Figure 2. An
important 'stream' input is given for segment 8, lower layer. This 'stream'
of seawater flowing into the harbour, initiates, in the lower layer, the two­
layer circulation at a rate of approximately I cm/s as observed from the
moored current meter records, and as implied from the estuary classification
schemes.

Source Strength Inputs Matheson et al. [10) have identified the Sydney Steel
Corporation as the only significant source of PAH into Sydney Harbour (via
Muggah Creek). Acres International Limited [11) has estimated source
strength for PAH from Muggah Creek into Sydney Harbour, at a time when
the coke ovens were not operating, to be 145+ 80 kg/yr. P. Lane and
Associates Limited [12) measured the flux of suspended particulates from
Muggah Creek over one tidal cycle under conditions of extreme runoff and
found 50 tonnes of suspended particulates being exported via the runoff mode,
the (two-layer) shear effect, and the tidal pumping mode, in order of
decreasing importance. Although PAH were not measured in the latter, the
underlying sediments in the entrance to Muggah Creek are known to exhibit
PAH concentrations of as high as 2800 ppm [10). Therefore, if an average
PAH concentration of 1000 to 2000 ppm in the Muggah Creek sediments is
considered to be a valid estimate and if the equivalent of ten to thirty tide
cycles with extreme runoff occur annually, then the source strength into the
harbour can be reasonably estimated at 500 to 3000 kg/yr.

Initially it appeared that the only source of PAH considered active was
the influx via contaminated streamflow from Coke Oven Brook into the Tar
Ponds. Later it became apparent from chemical analyses (GC/MS profiles)
that PAH components were quite different in Coke Oven Brook from those
in Muggah Creek and that profiles varied with conditions of, for example,
runoff. More processes and "sources" had to be postulated so leaching was
included in TOXI4 as diffusive exchange of interstitial water. It was more
convenient to include scour/resuspension of contaminated Tar Pond sediment
in the model as a source rather than a vertical flux of bed sediments; either
choice anticipated the resuspension of particles which might be associated
with the excavation of the Tar Ponds.

Stream source strengths for PAH were set to correspond to observed
or simulated influx values for a station at Coke Oven Brook. The diffusion
coefficient for leaching from Tar Pond sediments was set such that about 2
mg/s PAH entered the water column. The source strength of
scour/resuspension of Tar Pond sediments was difficult to establish but varied
with runoff and was adjusted for each date simulated. Later, when excavation
of the Tar Pond begins as part of planned cleanup work, that activity can be
represented as a strengthened scour/resuspension process.
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Choice of Representative PAH In EXAMS modelling, the chosen PAH were
benzo[a]pyrene (BaP)and benz[a]anthracene (BaA). The former was chosen
as the representative PAH because of its well-known carcinogenic properties.
These properties have made it one of the few PAR for which a reasonable
number of the chemical and physical properties required by EXAMS are
actually known. Furthermore, its concentration in any water body suspected
of being polluted by PAH has generally been determined [6]. Its chemical
nature is sufficiently like that of most PAR so that it can serve as a
reasonable indicator of the fate of the whole suite of these pollutants. BaA
was chosen because of its well known photodegradation properties and
because sufficient data exists on its occurrence in the Sydney Harbour
environment.

Constants The EXAMS model compares dispersion with advection by the
Peclet number, Pe = uLlK, where u is the speed, L is the scale length of the
segment and K is the dispersion coefficient. For Sydney Harbour, K has been
measured to be in the range of 3 to 30 m2/s [10]. Segments have lengths of
approximately 3000 m. The value for Pe falls in the range I to 20, meaning
that advection tends to predominate in the transport of dissolved conservative
substances [13]. For numerical stability, it was chosen to set numerical
dispersion equal to measured dispersion.

Vertical bulk dispersion coefficients are estimated to range from 1
cm2/s in a stratified condition to 10 cm2/s in an unstratified condition.
Interstitial sediment pore water diffusion coefficients are estimated as 2 x 10-5

cm2/s [13]. Other constants, such as solubility and octanol-water partition
coefficient values for selected PAH, were taken from the literature [14] or
used as listed in the user database of the EXAMS model.

Calibration. Sensitivity. and Uncertainties TOXI4 was calibrated for vertical
and horizontal dispersion coefficients by reference to salinity data, for settling
speed by reference to suspended particulate matter (SPM) observations, and
for dissolved/particulate partitioning of PAR by reference to PAH dissolved
and particulate (fluorescence) observations. Numerical horizontal dispersion
appeared adequate to match salinity observations; the bulk dispersion
coefficient was therefore set to a low value, 1.0 m2/s. Muggah Creek showed
stratification under most conditions; therefore the vertical dispersion
coefficient was set to a low value, 1.~ m2 Is; however, the model's
individual compartments and layers were each completely mixed. One could
consider increasing vertical dispersion during periods when stratification was
small; this was not done at this stage. Choice of settling speed affects
concentrations of solids and associated organic chemicals at the mouth, and
populations of particles and their settling speeds may vary. In this modelling,
settling speed of 0.3 m/tide cycle was used for all runs.
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RESULTS

Hydrodynamics
The hydrodynamic processes modelled for the South Arm were fluxes due to
the residual flow of water, due to tidal pumping, and due vertical shear
processes. Theory and limited observations suggest that in the South Arm of
Sydney Harbour shear currents are common and that the salinity distribution
varies between low and high water. The residual current estimates imply
Hansen- Rattray classification class 3, with 50% to 99% of the up-estuary salt
flux being attributed to gravitational circulation producing a shear effect. The
variation in salinity distribution between low water and high water suggests
that tidal pumping accounts for the remainder of the up-estuary salt-flux, its
magnitude depending upon tide, wind, and runoff conditions. The advective
pathway consistently emerges as dominant in the computer runs. The
pathway from Muggah Creek leads both upstream in the lower layer, and
downstream in the upper layer.

Suspended sediment transport, which is the sum of residual sediments,
tidal pumping, and vertical shear processes, was also modelled. It was found
in the partially-mixed Tamar Estuary [15], that tidal pumping can be directed
either up-estuary or down-estuary in association with a turbidity maximum.
In that case, tidal pumping was dominant for transport of both salt and
suspended sediment. If it should also prove to be the case in Sydney Harbour
that the dominant longitudinal dispersive mechanisms are the same for salt and
suspended sediments then one would anticipate that shear effects dominate
intermittently with tidal pumping also operative, albeit at a reduced level.
From the measured distribution of PAH in sediments there is the suggestion
that landward bottom currents have indeed transported suspended particulates
upstream.

EXAMS and WASP4 both have the capability to predict purging time
scale and space scales of PAH contamination, given the required inputs.
There is, however, a distinction to be made in that TOXI4 operates with
one-dimensional hydrodynamics (DYNHYD4) while EXAMS accepts
two-dimensional hydrodynamics. Residual gravitational circulation, enhanced
or attenuated by wind stress, was lumped together with tidal pumping and
expressed as the product of a diffusion coefficient and a longitudinal gradient.

EXAMS accepts fluxes due to tidal pumping and fluxes due to vertical
shear processes inputs as separate diffusive and advective components
according to the Hansen-Rattray estuary classification schemes. The
advective components were estimated from the Prandle theory and checked
from current meter results.
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Fate
The fate of PAH as modelled in the base case is that the majority of the load
(99%) is exported, water-borne (suspended sediments including), from
Muggah Creek into the South Arm. Of the remainder, roughly equal portions
are accumulated in the creek bottom sediments and some are broken down by
photolysis. The prediction of total PAH accumulated in segments of the
water column and sediments of the modelled environment is possible from
EXAMS-computed distributions of the two representative PAH, BaP and
BaA. The model confirmed that total (water and sediments combined) steady­
state accumulation of each PAH depends on mass influx and on mechanisms
of degradation. Resident mass in water and sediments, total steady-state
accumulation, and steady-state concentrations in the water column and in
sediment segments are shown for BaP in Table I and for BaA in Table 2.
Computer runs were completed for loads of each chemical from 50 to 300
kg/year with 50 kg intervals. It can be seen that the ratio of the resident mass
in the water column to that in the benthic sediments is independent of the load
values. PAH half-lives also are independent of loadings.

Values of volatile solids, or the organic fraction of the sediments, were
found to be highest in the South Arm. This was consistent with the particle
size data which showed that these sediments had higher percentages of silt
than sediments from other locations within the Harbour. Areas with lower
organic fractions had higher percentages of sand in the sediment samples
collected.

Sediment-water concentration data for the Muggah Creek area over the
last ten years suggests that sorption of PAH is a first-order kinetic process
with an equilibrium partition coefficient "Kp which increases linearly with the
organic content of the sorbed material in the body of water. The partition
coefficient also correlates with the octanol/water partition coefficient (K"w) of
the PAH.

Exposure
One of the most important characteristics of PAH relative to their incidence
in water is solubility. Solubilities of PAH in water are generally quite low,
reflecting their nonpolar hydrophobic nature. Thus, as might be expected,
solubility tends to decrease as the number of aromatic rings or molecular
weight increases. Benzo[a]pyrene (M.Wt. = 252) has a solubility of about
4.0 ppb and benz[a]anthracene (M.Wt. = 228) about 10 ppb. There are other
factors affecting solubility. The limited data available indicate that PAH are
slightly less soluble in seawater than in freshwater due to salting out. These
differences are not large however, and temperature has a much greater effect
on the aqueous solubility of PAH. It has also been shown that, in some
cases, the presence of one or two PAH in solution affected the solubility of
an additional PAH in that solution [16].
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Table 1 Summary of benzo(a)pyrene loadings and mass balance
in the South Arm of Sydney Harbour as predicted by
the EXAMS II model.

Resident Mass Steady-State Concentration
kg

Load
Mean In In Bottom Sediments, mg/kgof In In Mean

B(a)P Water Bottom Water & Dis-
Column Sedi- Sediment solved

kg/y ments Column in Segment No.:

Water Mean

ng/L ng/L 3 6 9

50 1.6 885.7 14.11 0.45 1.56 1.88 0.63 1.36

100 3.2 1771.8 28.21 0.90 3.11 3.76 1.26 2.71

150 4.9 2655.1 42.30 1.35 4.66 5.64 1.89 4.07

200 6.5 3541.5 56.40 1.79 6.22 7.52 2.52 5.42

250 8.1 4426.9 70.51 2.25 7.78 9.40 3.15 6.78

300 9.7 5312.3 84.64 2.69 9.33 11.3 3.78 8.13

ng/L =
kg/y =
mg/kg =
g/h

nanogram per litre (1 ng = 10° 9 g; 1 ng/L = 10° 3 ppb);
kilogram per year;
milligram per kilogram;
gram per hour.
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Summary of benz(a)anthracene loadings and mass
balance in the South Arm of Sydney Harbour as
predicted by the EXAMS II model.

Resident Mass Steady-State Concentration
kg

Load
In Bottom Sediments, mg/kgof In In Mean In Mean

B(a)A Water Bottom Water & Dis-
Column Sedi- Sediment solved Segment No.:

kg/y ments Column in Mean
Water 3 6 9

ng/L nglL

50 1.7 952.8 14.64 0.018 1.66 2.01 0.68 1.45

100 3.4 1905.6 29.28 0.036 3.32 4.02 1.37 2.90

150 5.1 2856.9 44.12 0.055 4.97 6.03 2.06 4.35

200 6.8 3809.2 58.40 0.073 6.63 8.04 2.74 5.85

250 8.5 4762.5 72.87 0.091 8.29 10.0 3.43 7.26

300 10.0 5715 87.80 0.110 9.95 12.1 4.12 8.77
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The series of tabular and graphical results for BaP and BaA, generated
by EXAMS, suggests that equilibrium concentrations of PAH in the South
Arm water are very low (2 x 10-5 to 6 x 10-5 mg/L) while those in sediments
are approximately 2 to 6 mg/kg, representing an approximate total PAH value
of 40 to 120 ppm (average). These sediment concentrations are comparable
to and consisted with, both in magnitude and spatial pattern, observed
concentration levels in the South Arm (excluding Muggah Creek) as measured
in grab samples analyzed by Matheson et al. [10].

Persistence
Persistence of a chemical in the environment may be estimated on the
principle of conservation of mass which can be stated as follows

[Rate of change of mass in control volume] =
[Rate of change ofmass in control volume due to advection] +
[Rate of change ofmass in control volume due to diffusion] ­

[Transformation reaction rate (Degradation)}

Persistence, which is here taken as the rate of change of mass of PAH
in an element of the environment, is subject to several transformation
processes. Persistence may also be further modified by such physical
processes as burial of contaminated sediments which may result in longer
half-life times; this option was not considered by EXAMS nor WASP models.
Several variables may be influencing each process, leading to multi-term and
often non-linear lumped transformation rate.

The modelling results indicate that PAH in the South Arm may persist
for years rather than months. The computed half-life for BaP is
approximately 13 years. Kinetics of transformation rate, which is a good
indicator of persistency, are shown in Figure 4. BaA is much less persistent,
with an average half-life of approximately 23 months. Kinetics of
transformation for this chemical are shown in Figure 5. Both figures are
shown as produced by the model.
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Figure 4 Average concentration (mg/kg) of sorbed BaP in water (B) and
benthic sediments (C) versus time.
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Figure 5 Total concentration (mg/kg) of sorbed BaA in water (C) and
benthic sediments (B) versus time.

DISCUSSION

EXAMS appears to be adequate for an assessment of the exposure and fate
of PAH in Sydney Harbour, taking into account certain qualifications. The
first is that the chemical parameters presently available for benzo[a]pyrene are
for freshwater conditions. Unfortunately, almost all of these parameters are
unknown for PAH in seawater. In an attempt to compensate for this lack of
information, the values for solubility and the octanol:water partition
coefficient were adjusted to more accurately reflect seawater conditions.
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Sensitivity to these adjustments was low, however, and potential errors arising
from using inappropriate coefficient values for PAH in seawater must be
considered. Further, the use of BaP and BaA as surrogates for total PAH
provides another source of uncertainty.

To complete the initial model, calibration and validation were carried
out and a tuned-up model was used for final computation of exposure, fate,
and persistence ofbenzo[a]pyrene and benz[a]anthracene. The results suggest
that both modelled chemicals are accumulated in sediments while only small
fractions (less than 1%) are dissolved in water. This may be due to small
input of chemicals from Muggah Creek into the large body of Sydney
Harbour water, the low solubility of BaP and BaA in water and the salting out
effect of the sea water. Steady-state concentration of BaP and BaA in
sediments are modelled to be in the range of parts per million (ppm) and are
highest in sediments of segment no. 3. This seems reasonable as this segment
receives PAH directly from Muggah Creek. On the other hand, sediments of
segment no. 9 are subjected to PAH-free tidal water, and therefore
accumulated PAR would be expected to become washed out, giving lowest
concentrations of BaP and BaA in these outer segments of the South Arm of
Sydney Harbour.

Table 3 shows results of concentration values in sediments ofmodelled
segments as compared with published field data for BaP and BaA. It can be
seen that results obtained with EXAMS model and measured concentrations
are similar in spite of the fact that field results vary greatly from place to
place (even within the same sector), which would indicate a large
concentration spectrum of PAR.

Table 3 Concentrations of BaP and BaA obtained with EXAMS
model and from field sampling.

PAH Seg- EXAMS Reference [10]
ment (Range)
No. mg/kg Range, Mean, % of

mg/kg mg/kg PAH

BaP 3 1.56 - 9.33 0.27 - 23 7.35 11.2
6 1.88 - 11.3 0.30 - 28 13.1 10.8
9 0.63 - 3.78 0.40 - 8.3 3.3 7.3
Mean 1.36 - 8.13 --- 8.77 10.6

BaA 3 1.66 - 9.95 0.25 - 20 5.0 8.0
6 2.01 - 12.1 0.24 - 21 7.5 6.2
9 0.69 - 4.12 0.30 - 11 3.8 8.4
Mean 1.45 - 8.77 --- 5.7 6.9
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Earlier, we estimated annual source strength input from Muggah Creek
into the harbour's South Arm between 500 to 3000 kg (viz. Source Strength
Inputs above). More recent estimates by P. Lane and Associates of PAH
efflux from Muggah Creek is of the order of 770 ± 360 kg/year, which is on
the low end of this range. The model results in fact are more consistent with
the scenario that the average rate of release of PAR has been 3000 kg/year
rather than releases of 500 kg/year. For example, a comparison of
concentration ranges and means for the different segments, as estimated from
the model, with those reported by Matheson et al. [10] suggests that the
higher range values are more representative. Also, a later review of PAH
data [1] lists higher PAH concentrations in the South Arm, argueing that input
values may ever be higher.

In this study we restricted our modelling to the South Arm only
because our best data set, including trans-segment flows were only available
for the South Arm. For the other outer parts of the estuary and its North
Arm, PAH concentrations in the water were below trace amounts and could
not be adequately treated in the EXAMS model. However, the bottom
sediments in the other parts of the estuary do contain substantial amounts of
PAH and in a subsequent study we will have to attempt to use these data.
Another area that requires further attention is the water surface micro-layer
which, because of its surfactant character, may contain uniquely higher PAH
concentrations than other parts of the water column.

These results do suggest that the EXAMS model can be used with
PAH data in an estuarine context. For more detailed modelling of the
dispersion of PAR within a tidal cycle, or the interaction of PAH with
suspended solids, the hydrodynamic and water quality model WASP4 was
more appropriate than the EXAMS II model. Advection of water through the
modelled system was satisfactorily computed in DYNHYD4 (within the
WASP4 model) from user-defined data entry for junctions and channels. The
EXAMS II is indicated as a convenient modelling tool used to assess the fate,
exposure, and persistence of synthetic organic chemicals in aquatic
ecosystems in which the chemical loadings can be time-averaged and chemical
residuals are at trace levels.
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SECTION 4: SILTATION AND SEDIMENTATION



Prediction of Seabed Sand Waves
B.A. O'Connor
Civil Engineering Department, The University of
Liverpool, Brownlow Street, Liverpool, L69 3BX,
U.K.

ABSTRACT

The present paper describes the details of a simple engineering
computer model for the prediction of the seabed features to be
expected at a particular site using only limited field
information.

The model is based upon an extension and simplification of
earlier work of 0' Connor and Duckett, which now includes the
effects of wave action. The model output is compared with field
observations at three coastal sites, the German Bight, Skerries
Bank and Middelkerke Bank. The model, in combination with
statistical information from the sites, is shown to give useful
predictions for engineering use.

INTRODUCTION

The development of modern surveying equipment, including
side-scan sonar, has revealed the presence of a variety of bed
features (bedforms) both within estuaries and in coastal seas.
Such features vary in height from a few centimetres (ripples)
to many metres (mega-ripples or tidal dunes), and may exceed
tens of metres (sandwaves) for the largest features, which
often have wavelengths in excess of a hundred metres. The
larger bedforms may also be associated with the flanks of
coastal sandbanks, which themselves are distinct features with
heights of some tens of metres, widths of some SOO-IOOOm and
lengths of some tens of kilometres. All these large-scale
features are a considerable navigation hazard and can cause
problems with the installation and maintenance of seabed
pipelines.
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There have been many previous studies of bedforms, (see
for example, Ya1in [1], Allen [2], Langhorne [3], and O'Connor
and Duckett [4]. A useful summary has recently been provided
by van Rijn [5). Despite much research effort, (see Langhorne
[3), it has proved difficult in the past to establish precise
relationships between local sediment transport rates and
bedform size and movement. It is generally recognized that
bedforms are asymmetric in shape in the direction of dominant
sediment movement and that ripples rapidly adjust their height
and wavelength to changing flow conditions. Mega-ripples are
found to react more slowly, changing size and shape within a
tidal cycle, but showing much less change from one cycle to the
next. By contrast, sandwaves move extremely slowly, perhaps at
rates of a hundred metres per year in the direction of net
sediment transport, while sandbanks show almost no movement at
all, although recent research as part of the EC MAST programme,
de Moor and Lanckneus [7), shows some small movements during
severe storms, see Fig. 4.

Some attempts have been made in the past to predict
bedforms, for example Straub and Bijker [5) and van Rijn [6].
O'Connor and Duckett [4) have shown that the sizes of ripples
and mega-ripples can be related to local flow conditions and
sediment properties. The present paper extends this 1attermost
work to show that the prediction of sandwave dimensions is also
related to local conditions and that waves also play a
moderating role in limiting bedform heights. Confirmation of
the present ideas is provided by a study of conditions at a
number of field sites. Unfortunately, insufficient data exists
to fully test the present ideas, although future work under the
EC MAST programme at Middelkerke Bank, Belgium, should help to
develop and refine them.

The O'Connor and Duckett [4] (OCD) model does not attempt
to describe bed form properties from a detailed knowledge of
sediment transport processes in complex flows but seeks to link
together flow and bed form properties in a comparatively simple
manner using evidence from laboratory and field studies.
Details of the model have been described elsewhere. However,
an outline is presented herein to assist in describing its
extension to sandwaves. The basic concepts of the model are
summarized below.

(a) The total drag force produced by the bed forms is assumed
to be in local equilibrium with the fluid-produced drag,
represented by the total fluid shear stress (T).

(b) The drag force from bedforms is composed of a component
from the sediment grains (T") and a form drag component
from the bed forms themselves, (represented by a
form-induced shear stress, T', whereby T - T' + T").
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(c) Since ripples are rather small in size compared with
mega-ripples, the ripple form drag is assumed to produce
an equivalent grain drag and its effect is included in Til.
A similar approach is used for wave-induced bed ripples.

(d) The steepness (height/wavelength) of both ripples and
mega-ripples are assumed to be directly related to the
fluid-induced shear stress (T) and the critical shear
stress for sediment movement (To) as shown by Ya1in [1].
In addition, the maximum steepness of ripples is related
to sediment size and water temperature. Mega-ripple
steepness is not allowed to exceed 6.4%.

(e) The wavelength of ripples is assumed to be fixed by the
median sediment grain-size (Dso )' The wavelength of
mega-ripples is controlled by the tidal-mean water depth
(h*), the maximum depth-mean tidal velocity (urn); the
time available to move sediment during the flood/ebb phase
of the tidal cycle; the sediment grain size (Dso ) and its
relative density(s) and the water temperature (/loG). In
addition, it is assumed that the maximum attainable mean
(50%) wavelength (Lo ) is depth-limited (5-7.3h*) and that
the mega-ripple wavelength is unchanged during a tidal
cycle, as also is its height: the flood or ebb tide
merely re-arranges bedform shape.

(f) Both ripples and mega-ripples can
flow conditions, but at higher
mega-ripples exist.

co-exist
flow

for certain
rates, only

(g) During a Spring/Neap cycle of tides it is assumed that the
maximum Spring tide produces a dominant mega-ripple
wavelength, which persists for the full cycle. In
addition, it is assumed that the height of mega-ripple
that exists on any local tide within the Spring/Neap cycle
is the larger value of the height produced by the local
tide or by earlier tides: all mega-ripple heights are
allowed to decay in size with time.

Testing of the model for fine-grained sediment situations
(Dso = 144~m and 230~m) at Sizewe11/Dunwich, East Ang1ia (U.K.)
and in the Ribble Estuary (U. K. ) showed that only ripples
existed at Sizewe11 while both ripples and mega-ripples existed
in the Ribble. However, at maximum flows in the Ribble, only
mega-ripples existed.

MODEL MODIFICATION

The existing model has demonstrated the importance of sediment
grain size. However, Langhorne [3] has shown the importance of
waves. A simple modification to the present model can be done
by allowing for the interaction effects of currents and waves
and, in particular, the increased drag (Two) produced by
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combined wave and current action. Many studies have been made
of such interaction effects, see for example, O'Connor and Yoo
[8]; van Rijn [6] and Soulsby [9]. In the lattermost case,
Soulsby gives a simple expression for Twc ' based on field data
at the Isle of Wight, that is,

(1)

where V o is the nearbed orbital wave velocity, and u is the
depth-mean current velocity.

A more general expression can be obtained by considering
the combined shear stress in waves and currents. Bijker [10]
produced a simple expression of the form:

TwC T + Tw/2; T w

2
pfwv o /2; T - pfu2 /8 (2a)

or (2b)

where f, f w '

wave/current
Yoo [8].

and f wc
friction

are the
factors,

current, wave
respectively,

and combined
0' Connor and

Alternative, more complex, expressions can be used in
place of Eqs. (1) and (2). However, since Eq. (2) is likely to
over-estimate effects, (see O'Connor and Yoo [8]), and,
therefore, provides an upper limit of the effect of waves, only
Eqs. (1) and (2) are considered herein.

The effect of wave action is
model by replacing the total
wave/current value (fwc )'

included,
friction

therefore, in
factor by

the
its

The influence of the various model parameters on the size
of mega-ripples is demonstrated in Table 1. Conditions for the
Ribble are given for comparison purposes. Only coarse sediment
is seen to produce fully-developed (0 - 100%) wavelengths, as
in rivers.

It is also clear from Table 1 that grain size and water
depth have a major effect on the size of the mega-ripples. In
fact, it would appear that in deep water, the mega-ripples have
the dimensions of sand waves, suggesting that sand waves are
also related to local conditions. However, because of their
size they can only change shape very slowly. In fact, it is
suggested that the rate of change is too slow to accommodate
the variability in tidal flow produced by the Spring/Neap
cycle. Thus, sandwave size is controlled by conditions
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Table 1. Model bed form dimensions

Dso h. K I: a SWS Kjh.
(ILm) (m) (m) (m) (%) (%) (%)

230· 6.85 0.46 7.0 20 6.6 6.7
230 6.85 0.30 7.2 21 4.2 4.0
230+ 6.85 0.42 7.1 20 5.8 6.3
150 8.3 0.07 1.5 3.7 4.6 0.9
500 8.3 1.5 41 98 3.7 8.3
600 8.3 1. 63 42 100 3.9 18
600 30 5.5 134 98 4.1 18
600 H 27.5 3.9 125 91 3.1 15

u 1.5m/s; 0 = 10°C; 0+ 17°C; ·Ribble values
.W 2m waves/7.2s period, equations 2b; SWS - K/I:*lOO

existing on the largest Spring tides; any slow net movement
being controlled by long-term tidal residual currents.

In order to test the ideas further, the model is applied
to three field situations, as explained below.

MODEL APPLICATION

(i) German Bi~ht (Lister Deep)
Pasenau and Ulrich [11] have collected together various
navigational echo sounder runs, in the German Bight to show
that many hundreds of square kilometres of the inshore areas
are affected by large-scale bed forms. They also indicate some
relationship between grain size and depth and ripple size. For
example, they found ripples with heights < 2m in areas with
medium to fine sands but 2 -10m in areas with coarse to medium
sand and depths of 6-20m.

Pasenau and Ulrich also made a detailed study of the
Lister Deep tidal channel between the Islands of Romo and Sylt.
In this region they found large bed forms with heights up to
11m and wavelengths of more than 300m overlain by mega-ripples
with heights of 2m. Water depths varied in the range 10-40m
and tidal currents had maximum values of the order of 1m/so A
typical echo-sounding trace is shown in Fig. 1 for water depths
of some 25 - 30m. Sediment sizes were found to vary between
200·l000ILm. Crest bed samples had Dso values of some 850~m and
570ILm while trough bed samples had values of 640~m and 290~m.

Operation of the model for the four observed grain sizes
and a range of depths shows very similar results to the
observed values, see Table 2. The different scales of the fine
and coarse sediment bedforms is very clear, suggesting that
mega-ripples are associated with the fine sediment moving over
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the top of the underlying coarser material, which is responsi­
ble for the main large-scale bedforms (sandwaves).

o !.OOm
I I

SIMULATION

Fig. 1 Sandwaves, Lister Deep

Table 2. Predicted mean bed form sizes, Lister Deep

h.
(m)

20

26.5

40

D50 I:
(pm) (m)

290 11.5
570 81. 2
640 92.7
850 100
290 11.7
550 91. 8
640 114
850 132
290 11.9
570 113
640 146
850 196

li
(m)

0.73
4.39
5.78
5.78
0.74
5.14
6.44
7.65
0.75
6.68
8.57
11.4

a
(%)

11.5
81. 2
92.7
100
8.3
69.3
86.2
99.7
5.9
56.7
73.0
98.0

SWS li/h.
(%) (%)

6.3 3.6
5.4 22.0
5.5 25.7
5.8 28.9
6.3 2.8
5.6 19.4
5.6 24.3
5.8 28.9
6.3 1.9
5.9 16.7
5.9 21.4
5.8 28.5

If the study area is now imagined to be covered by
deposits with varying D50 sizes, then different sized bedforms
will be generated at each location. Once one bedform is
generated, it will quickly trigger off a series of other bed
forms as with water waves. All such bedforms will then
interact so that the final observed spatial distribution of
bedforms will have varying heights and wavelengths. Analysis
of the limited data presented by Pasenau and Ulrich [11) shows



Computer Modelling for Seas and Coastal Regions 327

the variable nature of the bedforms, see Table 3, while
Tables 4 and 5 show that both the hei,ght and wavelength

Table 3. Sandwave characteristics, Lister Deep

'" "'/li L Lit S\lS RS '" "'It;. L Lit SIJS RS
(m) (m) (%) (m) (m) (m) (%)

6.8 1. 34 111 1. 10 6.0 1. 20 4.7 0.95 111 1.1 4.2 0.84
7.4 1. 46 65 0.64 11.4 2.28 4.1 0.81 75 0.73 5.5 1.10
9.1 1.6 75 0.73 10.9 2.18 4.1 0.81 148 1.46 2.8 0.56
2.0 0.40 65 0.64 3.1 0.62 6.1 1. 20 139 1. 37 4.4 0.88
3.4 0.67 130 1. 28 2.6 0.52 5.1 1.0 167 1. 65 3.1 1. 61
4.1 0.81 65 0.64 6.3 1. 26 5.1 1.0 176 1. 74 2.9 0.58
4.1 0.81 75 0.73 5.5 1.10 6.1 1.2 56 0.55 10.9 2.18
3.4 0.67 93 0.92 3.1 0.62 2.7 0.53 83 0.82 3.3 0.66

2.8 1. 74 83 0.82 10.6 2.12

t;. - 5.07; "', - 7. 22m; t - 101m; L, - 145m;
SIJS (Local sandwave steepness); RS - SIJ/(t;./t)

Table 4. Sandwave height variability, Lister Deep

Range,!:>. Values No. (n) No. (» No. (» n
(m) (m) (Obs.) (Ray. ) (Ray. )

0-1 0 0 17 17 1
1-2 0 0 17 16.4 2
2-3 2,2.7 2 17 14.6 3
3-4 3.4,3.4 2 15 12.0 3
4-5 4.1,4.1,4.7 5 10 9.2 3

4.1,4.1
5-6 5.1,5.1 2 8 6.5 2
6-7 6.1,6.1,6.8 3 5 4.3 2
7-8 7.4 1 4 2.6 1
8-9 8.1,8.8 2 2 1.5 2

!:>.s 7.22m; 'E. 5.07m; N 17

Table 5. Sandwave length variability, Lister Deep
-------------_.._-----
Range,!:>. Values No. (n) No. (» No. (» n
(m) (m) (Obs.) (Ray. ) (Ray. )

0-25 0 0 17 17 1
25-50 0 0 17 16 2
50-75 56,65,65,65 4 17 13.4 3
75-100 75,75,75,83,83,93 6 13 10 3
100-125 111, III 2 7 6.6 3
125-150 130,139,148 3 5 3.9 3
150-175 167 1 2 2 1
175-200 176 1 1 0.9 1

Ls 145m; L = 101m; N = 17
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more or less follow a Rayleigh- type statistical distribution,
so that

(3)

where x is the height or
"significant" value, that is,
highest values in the record;
in the record; and n is the
than x.

wavelength; Xs represents a
the average value of the third
N is the total number of waves
number of waves of larger size

Equation (3) also allows the prediction of the maximum
size in any record, that is:-

x(max) - x s J{in(N)/2} (4)

For N = 17, Eq. (4) indicates values of L(max) 173m and
ll.(max) = 8.6 compared with observed values of 176m and 8.8m,
see Tables 4 and 5.

The mean sand wave dimensions can be obtained from the use
of the bedform model by using a representative grain size and
water depth. For example, using the observed mean-depth of
26.5m and an assumed grain-size of 550J.lm gives values of mean
height (K) and wavelength (L) of 5.l4m and 92m, respectively,
and compares very well with observations of 5.lm and 101m, see
Table 2.

Clearly, the Rayleigh distribution allows other sandwave
sizes to be determined and provides a good prediction of
maximum values, once the significant values are known.
However, Table 2 shows that observed mean and significant
ratios are somewhat lower than indicated by the Rayleigh
distribution (ll.s/K = Ls/L = 1.43, cf. 1.70 from Rayleigh).

Unfortunately, the Rayleigh distribution predicts
ll., L values of zero. Consequently, the observed
must be used for guidance. Table 2 suggests (ll.(min)/K
L(min)/L = 0.55).

minimum
values
- 0.40;

The local steepness of individual waves also shows a sta­
tistical variation, see Table 3. To determine the local
wavelength of the maximum wave requires a further correlation.
Table 3 suggests that the wavelength of the highest waves
(82-100%) may be constant. (ll.(max)/I..., 0.11;
[ll.(max)/I...,l/[K/Ll = 2.19, see Table 3). Use of these field
expressions with the mean model values predicts 1m of 78m and
70m respectively, compared with observed values of 83m.
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Ideally, it would be useful to have information on the
occurrence frequency of individual sandwaves. Table 2 suggests
that the larger waves may occur in groups, although it appears
that ' groupiness" is not so pronounced as with wind-produced
water waves. Simulation of groupiness can be done, if details
are available of the spectral density distribution of surface
elevations as a function of wave-number, in a similar manner to
that done for water waves, see for example, O'Connor and
Ellis [12]. In the absence of such data, it is possible to
illustrate such ideas by combining together just four wave
numbers corresponding to the grain sizes observed in the field.
The simulation of bed surface elevations is thus given by the
equation: -

'7

4
~ a i cos(kix + °i)
i=l

(5)

where a i is a representative amplitude of
component; k i is the wave number (= 271"/Li )
relative phase shift between components.

the
and

ith wave
0i is a

For water waves, the a , values are held constant and
related to D.s while the k i values are determined from the
spectral-density function. 0i are usually taken as randomly
occurring over the range 0-271". For present purposes, it is
proposed to phase lock the mega-ripples (produced by the finest
grains, 050 = 290~m), with the largest sandwave frequency (050
= 850~m; ° 1 = ° 4 = 0), and to allow a random choice of wave
number for the intermediate frequencies (°50 - 550~m, ° 2 - 4,
050 = 640~m, ° 3 = 1). Amplitudes have also been varied to
emphasize the mean sand wave height.

Figure 1 shows the result of the crude simulation. The
groupy nature of the record is clearly seen with quite good re­
production of wavelengths. Improvements in this technique can
clearly be made once better field data is available. At
present, it appears that the use of the bedform model to
predict average conditions in combination with the
tidal/Rayleigh statistical information allows a good represen­
tation of likely site conditions.

(ii) Start Bay. Skerries Bank
The German Bight data contained no information on the effect of
waves. Langhorne [3] has presented data from an extensive,
long- term study of bed level changes for an individual sand
wave crest located on the north-west flank of the Skerries Bank
off Devon (U. K.). The Bank was found to have a series of
large, south-facing sandwaves (4m high, 260m wavelength) and
mega-ripples (1m high, 8-l0m wavelength), in water depths of
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some 10-15m, see Fig. 2. Tidal flow velocities were measured
during the study period at 1m above the bed at crestline A,
Fig. 2, as also was the wave climate near the bank (at 2.3km).
Limited bed grain size information was reported. The 050 size
at crest A was found to be 320~m.

200m
1-------11

Fig. 2 Mega-ripples and sandwaves, Skerries Bank

The study showed that sandwave asymmetry was controlled by
the residual tidal flow and, hence, sediment transport: ebb
flow dominated on Spring tides and flood flow on Neap tides
« 3. 3m range). Wind- induced flows were found to enhance or
reduce the residual movement, while surface waves enhanced bed
transport rates. However, detailed surveying of crestline
movement using a series of vertical, closely- spaced (500mm)
steel rods running normal to the crestline, showed rather
small-scale movement (some 4m in length, 2% wavelength, and
some 500mm in elevation, 14% sandwave height), with sediment
movement being confined to a surface layer, some 500mm thick.

These field observations confirm the present view that the
maximum Spring tides are responsible for the main persistent
size of the sandwaves and that small changes occur on a tidal
basis controlled by tidal flow asymmetry enhanced by
wind-induced flows and wave-action. Figure 2 also shows that
the tidal mega-ripples are phase-locked to the sandwave
wavelength, with maximum elevations coinciding at the sandwave
crest. The effect of wave action on the height of the
mega-ripples at the crestline can be tested by the use of the
bedform model. In the absence of surface waves, the model
provides information on the mean height and wavelength. For
sandwave B, Fig. 2, the model predicts values of K = 0.75m,
I: = 11.8m using h. = 12m; urn = O. 9lm/s as suggested by the
field data and an assumed 050 = 305~m, since average values
along the sandwave are likely to be less than crest values. The
predictions are seen from Table 6 to agree well with the field
values for height (within 7%) and wavelength (10%).

Using the German Bight and Rayleigh statistics also
enables predication of the minimum, significant and maximum
values (~(min) 0.30 (compared with 0.6)m, L(min) =
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Table 6. Mega-ripple characteristics, Skerries Bank (B)
-_._-_._-_._-----~--_.- ._--------

6 6/6 L LIT: SIIS RS 6 6/6 L LIT: SIIS RS
(m) (m) (%) (m) (m) (%)

1.4 1.73 16.8 1. 59 8.3 1.10 0.70 0.86 8.4 0.79 8.3 1.10
1.0 1. 24 14 1. 32 7.1 0.94 0.60 0.74 11.2 1. 05 5.4 0.70
0.9 1.11 17.3 1. 62 5.2 0.68 0.80 0.99 11.2 1. 05 7.1 0.94
1.0 1. 24 1l.8 1.11 8.5 1.11 0.75 0.93 5.6 0.53 13.4 1. 76
0.8 0.99 11. 2 1. 05 7.1 0.94 0.75 0.93 11.2 1.05 6.7 0.88
1.2 1.48 1l.2 1. 05 10.7 1.41 0.70 0.86 8.4 0.79 8.3 1.10
0.6 0.74 5 0.47 12.0 1. 58 0.70 0.86 6.2 0.58 11.3 1.48
0.75 0.93 8.4 0.79 8.9 1. 17 0.75 0.93 8.4 0.79 8.9 1.17
0.80 0.99 9.0 0.85 8.9 1. 17 0.70 0.86 8.4 0.79 8.3 1. 10
0.50 0.62 9.0 0.85 5.6 0.73 0.75 0.93 8.4 0.79 8.9 1. 17
0.70 0.86 5.6 0.53 12.5 1. 64 1.0 1. 24 11.2 1.05 8.9 1.17

6 - 0.81m; T: - 10.7m; 6, - 1.07m; L, - 13 .4m; SIIS - 6/L*100; RS - SWS/(6/T:)

6.5 (5.0)m; !:J.s = 1.07 (1.07)m, Ls 16.9 (13.4)m; !:J.(max)
1.33 (1.4)m, L(max) = 21(17.3)m; as well as the wavelength of
the highest waves, 1m = 12.1(16.8)m. It is clear that very good
predictions are obtained for wave height, while wavelengths are
somewhat over-predicted, apart from the wavelengths of the
longest waves, which are under-predicted. Table 6 suggests
that these smaller mega-ripples are associated with a smaller
degree of randomness than sandwaves, since the larger
elevations tend to be more associated with the larger
wavelengths (!:J.(max)/1m = 0.073).

In order to illustrate the effect of waves, data on mean
tide crestline elevations for the period 5-11th September 1979
have been used. Tidal conditions changed slowly over this
period. Consequently, the major effects can be ascribed to wave
action. Table 7 shows model values, and observed crest levels
(hc) as

Table 7. Effect of wave action, Skerries Bank (A)

Date

(9/79)
5th
6th
7th
8th
9th
10th
11th

(9/77)
19/20th
(11/77)
6th

Tide
Range

(m)

4.3
4.9
5.2
5.5
5.3
5.0
4.3

3.3

2.0

(m)

0.5
0.6
0.6
0.5
0.5
0.45
0.3

1.3

1. 25
1.25*

T

(s)

4.8
5.5
6
6
5.3
5
4.5

5.0

5.5
6.0*

hc

(mm)

735
718
710
680
720
755
820

505

315
315

(mm)

682
614
574
614
654
680
716

447

330
214

(mm)

779
711
671
711
751
777
813

544

427
311

(mm)

777
733
712
731
756
775
808

675

636
596

lEq. (2b); 2Eq. (2a); *asswaed value
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well as the average wave-condition on, and immediately prior,
to the day's observations. The model crest height values are
assumed to be given by:-

MHG(mm) = hc + K (6)

where hc is a datum height, taken as 97mm, from crest level
observations on 7th September 1977.

It appears that the model provides a realistic description
of the reduction in mega-ripple height due to wave action with
Eq. (2b) being better than Eq. (1). The field data also shows
that the mega-ripples recover quite quickly from the effects of
wave action.

Table 7 also indicates the effect of larger waves
conditions on Neap tides in 1977. It appears that Eq.
again provides a better estimate of observed conditions.

for
(2b)

It appears that the wave-modified model is capable of
providing quite accurate predictions of mega-ripple dimensions.
Unfortunately, it appears less good at predicting the
wavelengths of the sandwaves at the Skerries site. No data was
recorded by Langhorne on the size of the coarse material making
up the Bank. If the same spatial-mean grain size is used as at
the Lister Deep site (Dso = 570~m), the model shows K = 3.23m
and :c = 56. 3m. Allowing for mega-ripple crests and sandwave
crests to coincide, as suggested by the field data, indicates a
total crest bedform height of some 4m (3.23 + 0.75), which
compares very well with the field values of 3.5-4.4m, see Fig.
2. However, the wavelength is under-predicted since sandwaves
A, B have wavelengths of 194m and 230m, respectively, although
sandwave G is much shorter at 103m. Allowing for statistical
variations, the maximum expected wavelength over a lkm stretch
would be 97m, using Eq. (4) with N = 18. It appears, on the
basis of the very limited data set available, that the observed
wavelengths have a similar value on the crest of the Bank but
are twice as long at deeper depths. Further information is
clearly required on grain sizes and other transects in order to
explain these wavelength discrepancies.

(iii) Bel~ian Coastline, Kiddelkerke Bank
In order to explore the wave length question further, the model
was also applied to conditions on Middelkerke Bank which has
similar general characteristics to the Skerries Bank, and where
preliminary data was available from the EG's MAST research
programme RESEGUSED, de Moor and Lanckneus [7). Side scan
sonar traces show an extensive pattern of sandwaves on the
flanks and crest of the Bank, Figs. 3 and 4. It also has a
similar-sized superficial sediment size (Dso 290-300~m),
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similar maximum tidal velocities (urn ~ lm/s) and somewhat
similar tidal-mean depths (lO-20m). Maximum bedform heights
vary between O.45-3.85m. Bedform wavelengths along the
section-line shown in Fig. 3 are detailed in Table 8, along
with associated bedform heights.

20m

SECTION

Fig. 3 Bedforms, Middelkerke Bank

o

DEPTH
1m)

MIDDLEKERKE BANK

2000m

10

20 t::....--..------
13. 11. 90

. .. .. . ... 26. 2. 91

Fig. 4 Movement of the Middelkerke Bank

Using the bedform model with 050 = 295~m for mega-ripples
and assuming 050 = S70~m for the sandwaves, gives mean bedform
dimensions of K = O.7lm, L = 11.9m; and K = 3.23m; L = 6l.8m,
respectively. Again Table 8 suggests that the model gives
realistic estimates of bedform height but under-estimates
wavelengths. However, unlike the Skerries Bank example, the
model can readily be adjusted to provide more reasonable
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answers for wavelength. All previous model examples have used
a fully-developed (equivalent to uni-directional river
conditions), maximum wavelength of Lo - 5h•. However, other
authors, see van Rijn [6], have used a value of 7. 3h. for

Table 8. Bedform wavelengths, Middelkerke Bank

h. A All, L L/[ SIJS RS h. A All, L LIt: SIJS RS
(m) (m) (m) (%) (m) (m) (m) (%)

10 3.5 2.03 112 1.13 2.90 1. 79 14 1.6 1.0 87 0.88 1. 84 1.14
1.0 0.63 71 0.72 1.41 0.87 1.47 0.92 168 1. 70 0.88 0.54
2.0 1. 25 76 0.77 2.63 1. 62 1.9 1.19 97 0.98 1. 96 1.21

10 0.85 0.53 132 1. 34 0.64 0.39 2.1 1. 31 97 0.98 2.16 1.33
2.5 0.64 102 1.03 2.45 1. 51 16 1.5 0.94 86 0.87 1. 74 1. 07
1. 12 0.70 102 1.03 1.1 0.68 1.05 0.66 112 1.13 0.94 0.58

12 1.42 0.89 117 1.19 1.21 0.75 1.7 1.06 87 0.88 1. 95 1. 20
0.70 0.44 51 0.52 1. 37 0.85 17 1.4 0.88 82 0.83 1.71 1.05

K - 1. 6m; t: - 98.7m; SIJS - A/L*100; RS - SIJS/(i'I/t:); A. - 2.31m; L. - 126.6m

rivers. In the present case this would improve the sandwave
predictions to L = 90.2m, which is within 9% of observed
values. Allowing for statistical variations (N = 16), this
would produce significant and maximum wavelengths of some 130m
and 152m, respectively, which is within 2-9% of observed
values, see Table 8. However, use of these same arguments
still does not explain the extra-long wavelengths on the
Skerries Bank, where predicted maximum wavelengths are still
too low (142m compared with 194-230m).

Examination of the statistics of the Middelkerke bedforms
shows similar results to the other sites, see Table 9, although
it appears to have lower relative bedform steepness values (F)
and local steepness values (E) than the other sites. Further
data is clearly needed to resolve these details.

Table 9. Bedform statistics at various sites

Site

Lister
Skerries
Middelkerke

Type

SW
MR

SW/MR?

A

1.43
1. 32
1.44

B

1.43
1. 25
1. 28

c

0.40
0.62
0.44

D

0.55
0.47
0.52

E

0.11
0.073
0.029

F

2.19
1. 58
1. 23

A = 6 s /K; B = Ls/L; C = 6(min)jK; D = L(min)/L;
E = 6(max)/Lm; F = E/(K/L)

SEDIMENT TRANSPORT

Observations by Langhorne [3] on the Skerries Bank sandwave (A)
show that only the superficial sediment is moved by the local
tidal currents. Langhorne's [3) field observations indicated
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that most sediment moved as bed load and he found a good
correlation with the following Bagno1d-type equation, which can
readily be included in the OCD mode1:-

ff
qb = 1000(u. - u. c )3 kg/m/s (7)

where u.. c is the critical shear velocity (m/s) for sediment
movement and is given adequately by Shields' relationship (1);
u~' is the local bed shear velocity (u: - J (rff/p».

Equation (7) can be recast in terms of the local
depth-mean velocity (u) by means of the equation

(8)

where fff should include the effect of any local current or
wave-induced ripples.

fff may also be related to the local effective Nikuradse
roughness height (ks ) of the bed. Thus:-

fff - 0.242/[log(0.364h/zo )]2 (9a)

(9b)

Using Langhorne's [3] suggested Zo and u. c values (5.5 x
10- 3 m and 1.69 x 10- 2 m/s) for the Skerries Bank indicates a
maximum local bed transport rate of some O. 04kg/m/s for urn
0.86m/s and h = 12. 7m. The OCD model gives a value of 0.036
kg/m/s.

Equation (7) indicates that tidal average transport rates
are dominated by the transport from the maximum tidal currents,
when conditions are more like those in large rivers. Conse­
quently, it is likely that van Rijn's [6] equations will also
apply. Thus:-

2.4 1.2

qb = 8 Q+ u+ D+ kg/m/s (10)

where Q+ Uh. the local flow discharge rate (m3 /s) ;
u+ = (u -uc )/J [(s - l)gDso ]; D+ = Dso/h; U c is the local
depth-mean critical velocity for sediment to start moving along
the bed. Van Rijn [6] suggests:-

(11)



336 Computer Modelling for Seas and Coastal Regions

where DgO is the 90% finer fraction of the bed sediment.

Equations (10) and (11) indicate a maximum transport rate
of some 0.024kg/m/s, assuming DgO 2Dso ' and compares
favourably with Langhorne's results, bearing in mind that Eq.
(7) would be expected to over-predict bed load since its
constants have been determined from changes in crestline
volume.

Suspended load (qs) can also be estimated by van Rijn's
equations [6]. Thus:-

-0.20
qb [2.4. D+

-0.6
D* ] kg/m/s (12a)

where (12b)

s is the relative density of the sediment grains; and v is the
kinematic viscosity of the water.

For the maximum flow conditions at the Skerries Bank, Eq.
(12) indicates a value of 0.156 kg/mis, which suggests that the
suspended load may be more important in providing nett
movements of sandwaves and, indeed, of nearshore banks, see
Fig. 4, rather than the smaller mega-ripples whose movement is
dominated by the bed load. Such nett movements are, of course,
controlled by the dominance of the flood and ebb flows and
requires that equations (10) and (12) be integrated over a
tidal cycle in order to obtain them.

CONCLUSIONS

Application of the O'Connor and Duckett (OCD) engineering bed
form model at three coastal sites for maximum spring tide
conditions indicates that local bedforms are in equilibrium
with applied drag forces. The model suggests that the
difference between mega-ripples and sandwaves is only a
question of scale, which is controlled largely by water depth
and bed sediment grain size. Field data from each site shows
that both mega-ripples and sandwaves have statistical
distributions about mean values which conform quite well to a
Rayleigh distribution, as suggested by laboratory data [13].
Use of the OCD model, together with statistical data from the
field enables the mean and maximum bedform characteristics to
be determined and should be useful in studying the effects of
local dredging works, etc. on navigable depths. Some
under-prediction of the sandwave wavelengths was found at the
Skerries site and further work is required to clarify this
discrepancy. Net movement of bedforms is controlled by the
tidally-averaged transport of sediment by both bedload and
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suspended load, which are related to local conditions.
Implementation of the general drag relationships from the OCD
model into a large-area depth-average tidal current model would
enable local depth-mean velocities to be estimated and hence
sediment transport rates using appropriate equations.

Modification of the OCD model to include the extra drag
effects from wave action and its application to the Skerries
site suggests that waves can cause a reduction in bedform
height but that such effects are rather transitory with
recovery within a few tides.
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Application of N Line Model at Songkhla
Port, Thailand
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ABSTRACT

The upcoast topographic changes at Songkhla port is simulated
using the numerical N line model. The merit of the model is to
predict shoreline change in 3 dimensions. The local constants
for both longshore and cross-shore transport are determined in
the present study during calibration test. Verification and
prediction of bathymetric changes are conducted to access model
capability with the synthetic wave input data from selected wave
hindcast model providing the least error from measured values.
The yearly average longshore and cross-shore transport rate are
computed as well.

INTRODUCTION

Songkhla port is located at the southern part of Thailand as
illustrated in Fig .1. The port is at the front of Songkhla
lake as shown in Fig. 2. It serves as both domestic and
international port especially for inbound petroleum and
agricultural products and outbound for rubber as raw material.
At the lake inlet, the jetty was constructed in 1969 in order to
maintain the navigation channel of the inlet. The jetty was made
of rubble mound with the length of approximate 700 m and
extended to a length of 1000 m in 1987 when the Songkhla port
and offshore breakwater with the length of 500 m were completed.
The upcoast of the jetty began to be deposited since
construction was completed but depletion at the downcoast (north
of inlet) was not found because sediment supply from lake is
continued. The objective of the study is to simulate bathymetric
changes in front of the jetty using numerical model. The study
area as illustrated in Fig. 2 is restricted at the upcoast of
jetty . One boundary condition is the jetty itself providing
condition to stop sediment transport along shore and another
boundary is at a distance far from the jetty approximately 3.5
km. which provides sediment supply from wave.
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The numerical model used herein is so called N line model
first developed by Perlin et al [3]. The model can simulate
topographic changes with time resulted from sediment transport
for both longshore (parallel to shore) and cross-shore (normal
to shore) direction which generated by wave only. The type of
sediment is limited to sand, not clay or gravel and sediment
transport by tidal current is not considered in the model.

Since the wave is the predominant factor to produce sediment
transport, hence wave climate and wave data will be analysed in
more detail.

WAVE CLIMATE

It is unfortunate that at present there is no wave data which
has record long enough to provide valuable statistical analysis
of wave climate. Even the wava data for jetty construction was
obtained from wave hindcasting. Wave data ,i.e wave
height, period are therefore hindcasted using wind data with the
appropriate method. However, the method proposed by U.S. Army
Corps of Engineers in Shore Protection manual [7] , so called
SPM(1984), seemed to be good enough to be applied in the
southern part of Thailand compared with other methods as
suggested by Weesakul et al [8] but two more theories, i. e,
Sverndrup Munk and Bretschneider (SMB) and Peirson and Moskowitz
(PM) are also applied to access degree of accuracy. The former
is widely used as a standard method as proposed in the Shore
Protection Manual of 3rd edition [5] while the latter is
modified for practical use by Silvester et al [3], [4] .
Charulukhana [1] did the comparison test with the significant
measured wave height (Hs) and period (Ts) during 5-22 November
1989. The results are shown in Figs.3 and 4. All theories show
underestimated values for both Hs and Ts. The Root Mean Square
Error (RMSE) of Hs for 5MB,PM and SPM(1984) are 0.61,0.56 and
0.46m respectively while that of Ts are 1.25,1.33 and 1.29s
respectively. SPM(1984) provide the least RMSE for Hs but for
Ts, 5MB show a little bit better result. Hence, SPM(1984) is
selected as the wave hindcast method to be used further.

SPM(1984) is applied with recorded wind data for 7 years
from 1981 to 1987. The recorded interval is 3 hours. Wave
direction is considered as wind direction. Figure 5 illustrates
wave roses for each season and all year. It is found that wave
generated by wind occurred about 48% of time in a year, the rest
is calm or wind blown from land to sea. Direction of wave
propagation mostly come from East 18% and North-East (NE) 12%.
Time of occurrence in North-East monsoon , (Nov-Feb), is 85%,
Transition period, (Mar-Apr,Sep-Oct),is 44%,and South-West
monsoon, (May-Aug), is only 14%. Maximum Hs is 3-3.5 m in 1982
and Ts is 9-10 seconds. Figure 6 illustrates graphs for design
Hs and Ts at various return periods or percentage exceeding. For
example, Hs and Ts for 50 year return periods (0.000228 %
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exceeding) are 3.5 m and 10.4 s.

The 7 years hindcasted wave data can be digested to provide
a yearly representative set of wave data as follows:

The summary of wave height, wave period and direction in each
seasons will be determined for their percentage of occurrences.
The wave data in each season will be obtained by generating
random numbers which will subsequently fall into a range of
accumulative percentage of occurrences for a set of Hs, Ts and
direction of propagation. This set of wave data will be assumed
to be constant for 6 hours then the same procedure will be
repeated until wave data fulfil the time in that season. With
the above procedure, the yearly average wave data will be
obtained and ready to be used for verification and prediction
test in the numerical model.

NUMERICAL MODEL

The objective of numerical N line model is to solve the
bathymetric changes. The model is divided into two parts as
shown in Fig. 8. The first part mainly deal with wave
transformation from deep water to shallow water. Computation of
wave shoaling, refraction and wave diffraction due to coastal
structures are included in computer program. The second part is
to compute sediment transport produced by wave and result in
shoreline change. The simulated beach profile and beach plan are
shown in Fig. 7. Longshore sediment transport is denoted by Qx
while cross-shore sediment transport is denoted as Qy in that
figure. Due to the variation in Qx and Qy ,the beach will be
eroded or deposited ,the unknown to be solved is the length of a
specific depth or contour line,y, whether it will be decreased
or increased at that section. More detail is elaborated in
Perlin et al [3].

The study area is formulated into x,y and h axis as shown in
Fig.7. The x axis is divided into 18 sections, each has a
distance longshore of 200 m and each section has values of y
(distance normal to shore) 7 values corresponding to a depth
I to 7 meters respectively. There is an island called Ko Nua
located about 2.5 km from shore. The influence of this
obstruction island will diffract the wave propagated to the
study area causing low wave height and alter wave direction as
well. It is therefore necessary to make this obstructed island
into a model by simulating it as a spur jetty as depicted in
Figs.9. The spur jetty in model will interrupt the wave in a
northerly direction which can pass through the gap between the
actuall jetty and Ko Nua but since the wave in this direction is
small as shown in Fig. 5, this effect is considered to be
negligible.
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RESULTS

In this section, the model will first be calibrated
verification and prediction will be made consequently.

and the

Model calibration is essential for the present problem
since parameters for sediment transport formulae should be
quantified at the specific study area to provide acceptable
result. There are two parameters to be calibrated, first in the
longshore transport formula using energy flux concept, the
dimensionless parameters, K which related the amount of sediment
and energy flux at breaking point, second, the Coff so called
activity factor in the cross-shore transport. Unit of Coff is in
m/year (eroded or deposited rate). When beach profile is
deviated from equilibrium beach profile (proposed by Dean
[2]) ,the amount of cross-shore transport can be computed by
product of Coff and the deviation distance from equilibrium
beach profile whether it is deposition or erosion. Value of
Coff may vary from small up to hundred meter/year depend on
beach slope, sediment size, etc. At this present stage, there are
no research papers concerned with relating Coff to any
parameters,so it will be treated as a calibration constant here.
For value of constant K,it had been studied and proposed in SPM
[7] to be 0.77 but it will not be used as that number here and
will be treated as a calibration constant at a local area
because computational scheme in this model include the cross­
shore transport into considered ,bathymetric changes occurred by
interactive of K and Coff parameters and another reason is that
wave data used is the synthetic data, not the measured values.
These effect will be absorbed in calibration constant, K.

Calibration is made with the available topographic survey
map during April 1988 and July 1989. Figure 10 depicted wave
propagation influenced by diffraction and Fig.11 summaries
result of calibration. Parameter K is varied from 0.1 to 0.77
and Coff change between 1 to 10 m/year. It is found that K
equals 0.25 and Coff equals 3m/year provide the least average
RMSE of y values, i.e 66 m. Figure 12 illustrates comparisons of
computed and measured beach profiles which is in fair agreement.

Verifation of numerical model using bathymetric survey map
during September 1971 and November 1972 is done. The recorded
wind data of three hours is lacked, simulated wave data as
described in WAVE CLIMATE section will be used herein. The
average RMSE of y is 75 m which greater than that in
calibration test, one reason is because of synthetic wave data.

Prdictions of shoreline evolution is done for a further 5
years from 1990 to 1995. The deposition rate of 1 m contour
depth at jetty is approximately 6.6 m. The 2 m contour depth
advances the same rate at jetty but greater rate about 50-100
m/year is found far from jetty. The same result is found for 3 m
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contour depth while Y at 6 and 7 m does not change much.

The average net longshore sediment transport as shown in
Fig.13 is 175,460 cu.m/year which is 73% of the gross transport
(175,460 cu.m/year). Net transport direction is from south to
north which mostly occur in the North-East monsoon and
corresponded to wave climate as shown in Fig.5. The gross cross­
shore transport is approximately 346,626 cu .m/year and 12% of
this value (16,352 cu.m/year) is the average net onshore
transport.

CONCLUSIONS

1. The wave hindcast methods so called SPM(1984) could provide
the lowest root mean square error (RMSE) of significant wave
height compared with 5MB and PM methods. Wave climate at the
study area therefore were analysed using this appropriate method
with 7 years of recorded wind data, It was found that each year
waves generated by wind propagate into the study area about 48%
of the time and usually come in NE monsoon, that is around 85%
of time in that season.
2. The topographic change at the upcoast of Songkhla jetty could
be simulated with the numerical N line model. The calibration
of constants K and Coff for longshore and cross-shore transport
showed values of 0.25 (dimensionless) and 3 m/year respectively.
The former is lower than the theoretical value of 0.77 but both
calibrated parameters were appropriate for studying in this <.rea
such a way that they were combined and interacted for the amount
of transport in both direction to provide the average least RMSE
of contour lines from 1 to 7 meters and they included the effect
of synthetic wave data as well.
3. The net longshore and cross-shore transport were obtained
with the values of 128,080 cu.m/year and 16,352 cu.m/year Iwith
the average direction moving from south to north and onshore
transport direction respectively.
4. The computed depth at 1 meter adjacent to jetty showed gradual
deposition rate of approximately 6.6 m/year while the greater
rate were found for 2 and 3 meter depth at some distance from
jetty.
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A Two Dimensional Finite Element System
of Sediment Transport and Morphological
Evolution
B. Latteux, E. Peltier
Electricite de France, Laboratoire National
d 'Hydraulique, Chatou, France

ABSlRACT

We introduce here TELEMAC-2DST, a two dimensional finite element
system of sediment transport and morphological evolution. This system
has the same finite element structure as the 2D code TELEMAC solving
the shallow water equations. TELEMAC-2DST is made of two models:
one which deals with bed-load transport and the other one with
suspended sediment transport. Results of these models are described in
the present paper.

INTRODUCTION

In most of the models, hydrodynamic and sedimentological equations are
uncoupled. This is made possible by the difference between
hydrodynamic and morphological evolution time scales.

But an accurate current field is required at a suitable computation
cost. Therefore the LNH has worked out a two-dimensional system of
sediment transport, TELEMAC-2DST, with the finite element structure
of TELEMAC, model developed by the LNH to calculate the
hydrodynamic characteristics of open channel flows and having achieved
many studies covering a large range of applications in fluvial or
maritime hydraulics ( [1] and [2] ).

This paper presents this system including two models which allow to
compute bed evolution induced respectively by bed-load transport and
by suspended sediment transport.

For each model, after a presentation of the treatment of the
sedimentological equations, results of simulations are displayed.
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BED-LOAD TRANSPORT

Presentation of the problem

Once the hydrodynamic pattern is known, sediment transport capacity
can be estimated as a function of flow rate per unit width (q) and of
water depth (h) from empirical or semi-empirical formulas of bed-load
transport (Meyer-Peter, Engelund-Hansen and Einstein-Brown are used
in TELEMAC-2 DST).

The bed-load transport induced by currents is computed using one of
these transport formulas. Continuity equation applied to the bed-load
transport gives the bed evolution :

dZb + div (T;) = 0
dt

with t time,
-Ts bed-load transport rate,

Zb bottom level.

(1)

Two types of boundary conditions are taken into account:

- no flux on solid boundaries,

- free output or no evolution on open boundaries.

It is assumed that, as long as the computed bed evolution is small
compared to water depth, flow direction and water level remain the
same at the same time of the tide. In that case, flow rate is not modified
and at any moment velocity can be derived from the initial flow rate and
the present water depth :

with u, v

u=~
h

v= qy
h

components of the mean velocity over the depth,

components of the flow rate per unit width.

(2)

(3)
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Advection treatment

The aim of the following calculations is to transform equation (1) into
an equation of advection.

For solving it we use the characteristic method which is naturally up­
winded in space and unconditionally stable.

Let:

- qx, qy be the two components of the flow rate per unit

width: q = -v'qx2+ql
- Tsx, Tsy be the two components of the bed-load transport,

- Z be the surface elevation,

The bed continuity equation can be transformed into:

with

aZb
at (

qX aZb + qy aZb) aTs = FF
q ax q ayah

(4)

FF = dTsx dqx dTsx aqy aTsx az
- aqx ax - aqy ax - ah ax

aTsy aqx aTsyaqy dTsyaz
- aqx ay - aqy ay - ail ay (5)

This equation is split into two steps:

a) advection without source term (calculated with the
characteristic method which has the advantage of being unconditionnally
stable) :

aZb _ (qX aZb + qy aZb) drs = 0
at q ax q ayah

b) treatment of the source term :

Zbn+ l = Zb ti1d + FFn . dt

(6)

(7)
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with Zbti1d

Zbn+1

result of the advection step,

bottom level at time tn+1,

source term at time t
0'

~t time step.

We undertook several numerical simulations with this scheme but
there were two main problems : numerical diffusivity and lack of
conservativity.

Predictor-Corrector scheme

To solve the problems encountered before, we have proposed a
predictor-corrector scheme [3].

In a first phase we use the previous scheme to get a first estimate of

the bottom level (Zbn+1) at time to+l (to+l = (n+l)Dt).

In a second phase, we calculate an estimation of the bed-load transport
at an intermediate time to + a, located between to and to+l :

-n+6 ::::::n+l -n
Ts =O.Ts +(I-O).Ts (8)

(9)with
::::::n+l - ~n+l
Ts = Ts (Zb )

.y;n calculated explicitly at time tn.

In a third phase, we solve the equation more or less centered in time:

aZb d" T-n+6-- = - IV S
at

(10)

This step done following a finite element space discretization allows
this scheme to be conservative. In the end, we set the following linear
system:
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M Zbn+1 = M Zbn - .1t1(aTSx + aTSY) 'Vi dQ (11)
Q ax ay

with M the mass matrix,

'l-!i basis function for Ts on point i,

Q domain of computation.

In a last phase, we use the formulation of the slope effect proposed by
Koch and Flokstra [4] ; the magnitude of the transport is then multiplied
by the factor :

(12)

The bottom slope effect on the direction of the transport can be
approximated by :

tan (J. = tan 8 - 13 aZban (13)

with s stream-oriented coordinate,
(J. transport direction with respect to the depth-
averaged flow direction,

8 shear stress direction,
n coordinate perpendicular to the flow direction,
13 constant value.

Numerical example

Within the frame of the European project MAST (MArine Science and
Technology), a schematic estuary opening in a coastal region dominated
by strong currents has been simulated in order to test various methods
of input filtering, i. e. of choosing a limited set of tides which can
represent the whole tide variability[5]. This is a severe case because the
non-linearities of hydrodynamics in such a configuration lead current
patterns to depend significantly on tidal conditions.



with C

u,v
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The long-term (19 years ) cycle of the tide has been discretised in
about 20 classes of tide range with their associated occurence frequency.
For each class, hydrodynamic (figure 1) and morphodynamic
computations over 1 tide have been performed ; bed changes for each
class have been combined, with weighting coefficients corresponding to
the occurence frequency of the class, to determine the I-year reference
bed evolution (figure 2).

This reference evolution has then be compared to the morphologic
evolutions computed from the various filtering methods.

SUSPENDED SEDIMENT TRANSPORT

Numerical model

Providing that transport quantity is well mixed throughout the water
depth, it is therefore sufficient in suspended sediment modelling to
consider depth-averaged equations. This approximation is particularly
appropriate for a wash-load which consists of fine cohesive particles
with very low settling velocities, and when sediment concentration
remains moderate.The bidimensional depth-averaged equation of
suspended sediment is then the following:

depth-averaged concentration of suspended
sediment,
depth-averaged components of velocity,
dispersion coefficients,
water depth,
source-sink term accounting for erosion or
deposition.

This last term is in fact the difference between the erosion rate given
by Partheniades's formulation [6] and the deposition rate evaluated by
Krone's one [7].

In sediment equation (14), hydrodynamic conditions (u,v,h) are
known, being previously computed by the model TELEMAC.
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Treatment of the equation

Equation (14) is splitted in two steps:

a) advection without source term (calculated with the characteristic
method) :

CC --+ -
-+ V. grad C =0at

b) treatment of the dispersion and of the source term :

This equation is solved implicitly by :

(15)

(16)

Cn+l Cti1d = = -- =8 div (K . grad Cn+l ) + (1-8) div (K. grad Cn) + £. (17)
6t h

Consolidation of the bed is simulated thanks to a new model developed
within the frame of MAST G6 MORPHODYNAMICS [8]. It allows to
know the consolidation out of equations of the soil mechanics.

Numerical example

A settling basin in st Chamas, France, has been studied by means of
this model. The calculations have allowed to design this basin and to
evaluate its efficiency.

At first, the currents were computed with TELEMAC, and in a
second step the suspended load model was run till to obtain an
equilibrium state for the concentrations, as it is shown on figure 3.
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Figure 3: Concentration in a settling basin



Long-Term Simulation of Cohesive
Sediment Bed Erosion and Deposition by
Tidal Currents
C. Villaret, B. Latteux
Electricite de France, Laboratoire National
d 'Hydraulique, Chatou, France

ABSTRACT

Numerical experiments of the action of fortnightly tidal currents on erodible
sediment beds are presented using a depth-averaged numerical model. Effects of
consolidation properties on long-term behaviour are observed in the case of the
Loire estuary. After transition time, the evolution of suspended sediment
concentration becomes periodic and is determined by the vertical structure of the
sediment bed. Based on these observations, new filtering methods of the
hydrodynamic forcing are proposed in order to simplify the calculations.

INTRODUCTION

In numerical models of sediment transport, the time step is imposed in order to
describe the time variation of the relevant hydrodynamic forcing. In the case of
semi-diurnal tidal forcing (Tm=12 hours), the time step must be less than about
30 minutes. For long-term morphodynamics, this often leads to prohibitive
computational cost. Fortunately, the difference of time scales between
hydrodynamic and sedimentologic processes allows for some simplification of
the calculations. Different techniques for input filtering of the tidal forcing are
under development at L.N.H. within the frame of the European project MAST
G6M. In the case of non cohesive sediment transport, it was found possible to
capture the most important features of the response of the system, by
representing the whole fortnightly tidal cycle by a unique "representative" tide
whose time period is equal to the period of the cycle, which allows to lengthen
the time step (x28) of the simulation (e.g. Latteux [1,2]).

In the case of estuarine cohesive sediment beds, the problem is further
complicated by the time-dependent properties of the sediment bed which
undergoes consolidation. In this paper, we present long term numerical
simulations for the erosion-deposition cycle of a cohesive sediment bed by
fortnightly tidal currents. The principal objectives of this study are:

- to observe the response of the system, in terms of suspended sediment
concentration and bed structure evolutions,

- to perform a sensitivity analysis in order to determine the influence of the input



364 Computer Modelling for Seas and Coastal Regions

parameters on the solution,

- to develop and compare new filtering methods of the hydrodynamic forcing.

Cohesive sediment bed properties (erosion and deposition laws, bed
consolidation) are included in a O-D depth-averaged numerical model which will
first be presented. Input parameters are based on measurements of the Loire
estuary. Effects of consolidation on the long-term behaviour of a cohesive
sediment bed will then be observed based on numerical simulations. Tentative
conclusions on filtering methods for long-term simulations will be drawn from a
sensitivity analysis

DEPTH-AVERAGED SEDIMENT TRANSPORT MODEL

A depth-averaged sediment transport model for the erosion-deposition of
cohesive sediment beds by tidal currents is developed, based on the following
simplifying assumptions:

(1) Uniform flow and concentration: advection terms in the sediment transport
equation are neglected.

(2) Constant depth: depth variations due to tidal motion and bed level changes
are assumed to be small.

(3) Constant friction factor: effects of sediment induced stratification on bottom
turbulence are assumed to be small.

(4) Constant settling velocity: flocculation and hindered settling effects are
assumed to be negligible. The flux of sediment D deposited at the bed surface is
then proportional to the product of a constant settling velocity wand depth­
averaged concentration C.

For the mean flow variation, we impose a semi diurnal sinusoidal variation
(Tm=12.4 hours) with a modulated amplitude at the fortnightly period (Tc=14
days).

U(t)=Uo(1+Bcos ( (Oct) sin( COmt) (1)

The factor B is proportional to the amplitude variation of the maximum tidal
velocity during the spring-neap cycle. The turbulent bottom friction velocity u*,
which governs sediment dynamics, is assumed to be proportional to the imposed
depth-averaged flow velocity U(t), using a constant friction velocity Fr (u* =Fr
U). In this equation, the erosion and deposition fluxes E and D at the sediment
bed surface are empirical functions of the hydrodynamic bed friction velocity u*,
and of sediment and bed properties. (e.g., Mehta and Partheniades [3])

u*(t) .
E = M (-- - 1 ) If u*(t) > u*e

u*e

E= 0
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D = w C (l - u*(t» if u*(t) < U*d
U*d

D=O

In these relations, the critical erosion velocity of freshly deposited material U*e is
constrained to be greater than the critical deposition velocity u*d, so that erosion
and deposition do not occur simultaneously.

The continuity equation is discretised using a finite differences semi-implicit
scheme. The deposition flux is discretised by introducing a weighting coefficient

13:

For 13 > 0.5, the scheme is unconditionally stable. In order to represent
accurately tidal variations, we use a time step of about 20 mo.

The hydrodynamic and sediment transport models are coupled to a
consolidation algorithm developped at L.N.H. (Teisson and Fritsch [5]). The
bed is discretised in layers of increasing concentrations Cs to which different
characteristic residence times are assigned. When the residence time of sediment
particles in layer n is over, it empties into the underneath layer n+1 whose
thickness £(n+1) is increased in order to conserve the total mass of sediment:

~E(n+1) Cs(n) E(n)
Cs(n+l)

Considering the difference in time scales between hydrodynamic forcing and
consolidation process, the model allows the use of a larger time step for the
consolidation algorithm. In most applications, we use a time step of 2 hours
which corresponds to the residence time in the surface layer.

NUMERICAL SOLUTIONS FOR LONG TERM EVOLUTION

Input parameters
Effects of bed consolidation are observed in the reference case of the Loire
estuary, by comparing two numerical simulations. In the first simulation, the
sediment bed deposits as a uniform layer of constant density and erosion
velocity while, in the second experiment, the sediment bed undergoes
consolidation. For the bed properties, we use characteristic values of a freshly
deposited bed (t=1 h): Cs=110 kg/m3, u*e = 0.008 rn/s , and M=7.34 10-4
«kg/m3)X(m/s». In the second simulation, the bed is made of a series of 10
layers of increasing density, critical erosion velocity and erosion parameter
which are empirical functions of the cumulated residence time t (in hours) in the
overlaying layers (e.g.Migniot [4]):

Log Cs =136.2 10gIO(t + 5.4) if t::;; 24 h
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Log Cs = 200 + 70 10glO(±l) if t > 24 h

U.e = 3.2 10-5 Cs1.175

M=O.55 10-9 Cs3

The same numerical values of the different input parameters, and the same
initial conditions are used in both simulations. The mean tidal amplitude Uo is
set equal to 0.5 mis, and parameter B in equation (1) is 0.4. With a friction
coefficient Fr=0.036, the corresponding maximum friction velocity varies
between 0.025 mls at spring tide and 0.011 mls at neap tide. Characteristic
values of the settling velocity wand critical deposition velocity u.d are for the
Loire estuary: w=0.25 10-3 mis, u.d=0.007 mls.

At t=O, surface layers of the sediment bed are all empty, so that the bed is
formed during transition regime from the suspended material. Initial
concentration Co is equal to 100 gil for a non consolidating bed and 10 gil when
consolidation effects are included. Calculations are started at maximum spring
tidal amplitude and zero mean current velocity (t=O, in equation (l)).
Hydrodynamic forcing U(t) is plotted on figure 1 for the first fortnightly cycle.

Non consolidatin~ sediment bed
The cycle-averaged suspended sediment concentration decreases rapidly during
the three first fortnightly cycles from Co=l00 gil to a constant value Ceq=36 gil.
When equilibrium is reached, concentration variations become periodical at the
period of the fortnightly tidal cycle, as shown on figure 2.a for the fourth
fortnightly cycle. Maximum amplitude variation of about 56 gil is observed at
the frequency of the fortnightly cycle. The signal is modulated by smaller
amplitude variations at the frequency of half the tidal period (Trrl2). Amplitudes
of modulations are proportional to the concentrations. After spring tide, both
concentration and concentration modulation reach their maximum values
Cmax=64 gil with a variation of 5g1l at half the tidal frequency. After neap tide,
both concentration and concentration amplitude have minimum values of
respectively 8 gil and about 0.5 gil.

On figure 3.a, the energy spectrum of the steady state concentration CCt)
shows a maximum energy peak at the frequency of the fortnightly tidal cycle roc;
the smaller energy peak at 2 roc indicates that the response is dissymetric
between spring and neap tides. The next high frequency peak corresponds to
twice the tidal frequency 2rom.

For each tide of the fortnightly cycle, erosion and deposition alternate at the
frequency of half the tidal period. Even at neap tide, the maximum friction
velocity is greater than the critical erosion velocity of the surface layer (u.max=
0.0085 mls). During each half tidal period (Tm/2), the concentration evolution
CCt) can be decomposed into three different phases:
* Erosion only, for u. > U.e: concentration increases.
* E=O and D=O, for u.d < u. < U.e: concentration remains constant.
* Deposition only, for u. < u.d: concentration decreases.
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During the first half of the cycle, when the tidal current amplitude increases,
tidal-averaged erosion fluxes are greater than tidal-averaged deposition fluxes,
so that tidal-averaged concentration increases up to a maximum value. As seen
on figure 2.a, the maximum concentration is reached when the tidal current
amplitude starts to decrease. This time lag of about 2 days between maximum
current intensity and maximum concentration can be interpreted as the inertia of
the system due to the settling process.

Effects of bed consolidation
Starting from an initial concentration Co=lO gil, the suspended sediment
concentration keeps decreasing at a very slow rate until the 10th fortnighly tidal
cycle. The duration of the transition regime is then longer than in the preceding
case.

When steady state is reached, the system response, as regards
concentration, becomes periodic at the period of the fortnightly tidal cycle. As
seen on figure 2.b, equilibrium concentrations are an order of magnitude smaller
than for a non consolidating bed. After spring tide, maximum concentrations
stay constant at 0.45 gil during the first half of the cycle while amplitudes of
modulation at half the tidal period increase up to 0.05 gil near neap tides. After
neap tides, concentrations are smaller, with maximum values of 0.35 gil during
the second half of the cycle.

A spectral analysis of the concentration on figure 3.b shows a maximum
energy peak at the fortnightly tidal period with a second slightly lower peak at
half the tidal period. The signal is more noisy than in the case of a non
consolidating bed. This can be explained by the fact that the concentration
response looks like a series of step functions instead of sinusoidal variation.
Maximum concentration is reached almost instantaneously and limited by the
depth of the active surface layer.

The vertical structure of the sediment bed can be schematized in a two layer
structure:
- a thin active surface layer, which is entirely eroded when suspended sediment
concentrations are maximum. Its critical erosion velocity remains smaller than
the maximum friction velocity.
-A bottom consolidated layer, which slowly consolidates at much larger time
scale.

The concentration response at steady state is entirely determined by the
properties of the surface active layer which is formed during transition regime.
Its density and thickness determine the maximum concentration. The observed
dissymetry in the concentration response is due to consolidation of the active
surface layer during neap tides.

SENSmVITY ANALYSIS

In the case of a consolidating sediment bed, the sensitivity analysis is made
difficult by the number of input parameters. In the following, we only vary the
initial concentration Co, the amplitude of the maximum tidal velocity (parameter
B), and the settling velocity w, while the sediment bed parameters, critical
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deposition velocity and hydrodynamic parameters are kept equal to their
reference values.

Influence of initial concentration
As shown in figure 4, the initial concentration has little effect on the duration of
the transition regime and no effect on the steady state response of the
concentration if Co is greater than the maximum value of the equilibrium
concentration (Cmax=0.45 gil). If Co is smaller than Cmax , equilibrium is
reached very rapidly and maximum concentrations remain equal to the initial
concentration (Cmax=Co). This can be explained by the fact that the active layer
is formed by deposition of the suspension. The maximum concentration is then
constrained to remain smaller or equal to the initial concentration of suspended
material.

Influence of tidal amplitude variation
The parameter B has a major influence on the equilibrium concentration response
as shown in figure 5. For B<O.4, maximum concentration remains constant
during the whole cycle so that the active layer is entirely eroded during each tide
and does not have time to consolidate. Amplitude variations of the concentration
remain small. For B=O.4, a dissymetry in the concentration reponse starts to be
observed which indicates that consolidation of the active layer is occurring at
neap tides. For B>O.4, all suspension deposits during neap tide and consolidates
until currents intensities become larger than the critical erosion velocity of the
surface layer. Concentration varies then between 0 and a maximum value which
is equal to the initial concentration Co=1O gil.

The parameter B has two opposing effects on the cycle-averaged
concentration and its amplitude of variation at steady state. As B increases, the
spring tidal amplitude increases while the neap tidal amplitude decreases.
Erosion (intensity) fluxes are then larger during spring tides while the duration
of the deposition phase is also increased, so that consolidation of the active
surface layer becomes important. These two effects appear clearly on figure 6
where both maximum and minimum concentrations are plotted as a function of
B. The first effect (increase of deposition duration) explains the diminution of
the cycle-averaged concentration, while the amplitude of concentration variation
remains small, for B less than 0.4. For B=O.4, both concentration and
concentration amplitude are minimum. Above 0.4, maximum concentration
increases rapidly with increasing spring tidal amplitude up to the initial
concentration (Co=10 gil). Amplitude of variation is also increased, because all
suspended material deposits during neap tide (Cmin=O).

Influence of settlin~velocity
As seen on figure 7, the settling velocity w influences both the duration of the
transition regime and the values of the equilibrium concentration. The duration
of transition regime is approximately proportional to w, which is natural since
the deposition process is enhanced by larger settling velocities. At equilibrium,
cycle-averaged concentrations are approximately inversely proportional to w
while the concentration amplitude variations remain approximately equal to 0.1
gil. The active layer structure is then little influenced by the value of settling
velocity. Erosion fluxes, which are functions only of bed properties and
hydrodynamic, are then independant of the value of settling velocity. At
equilibrium, the cycle-averaged deposition flux, which is proportional in first
approximation to the product of settling velocity and cycle-averaged equilibrium
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concentration, must compensate the cycle-averaged erosion flux. The product
wxC is then independent of the settling velocity which explains the fact that the
equilibrium concentration is approximately inversely proportional to the settling
velocity.

Fll-TERING METHODS

The choice of a filtering method depends on the parameters of the system
response that have to be reproduced. In the following, we choose to represent
the concentration time variation.

Non consolidatin~ sediment bed
We first try to represent the whole tidal cycle by a unique mean tide of constant
amplitude (B==O, Uo==0.5 m/s in equation (I». We find that the equilibrium
concentration, which is reached after about 5 tides, is 25% smaller than Ceq ==
36 gil of the reference case. The concentration amplitude is now less than 3g;I,
which is an order of magnitude (/20) smaller than what was obtained for a
fortnightly tidal cycle. We find that the most advantageous method consists in
representing the whole tidal cycle by a unique tide whose period is twice the
fortnightly cycle period. With a constant amplitude of 0.37 m/s , we can
represent satisfactorily with less than 1% difference both maximum and mean
concentrations. The frequency peak of the energy distribution at the fortnightly
cycle frequency is also respected. This method is very economical, since it
allows to multiply the time step by a factor 2x28.

The ratio of the lengthened tidal amplitude to the mean fortnightly tidal
amplitude is equal to 0.74 in the reference case. It is believed to vary with the
tidal amplitude variation over the neap-spring cycle (parameter B), as well as the
other input parameters of the simulations. A sensitivity analysis would be
necessary in order to get a predictive tool which could be applied for long tenn
simulations in a 2-D case. On the other hand, the lengthening factor only
depends on the ratio between the fortnightly cycle period and the tidal period,
and can then be predicted at once.

Consolidatin~ sediment bed
The concentration evolution is entirely determined at steady state by the bed
structure which is formed during the transition regime. So far, there is no simple
method which allows to simplify the calculation over the transition regime. A
detailed calculation over the transition regime is required in order to predict
accurately the bed structure.

Once equilibrium is reached, simplifications of the calculations can be made.
The concentration and surface layer responses, which become periodic, can be
extrapolated from a detailed calculation of the first equilibrium neap-spring
cycle. Properties of the bottom consolidated layer can be simulated using very
large (economical) time steps for long term simulations.

Further simplification of the calculation may be necessary for long-term
simulations, particularly if hydrodynamic computation over the fortnightly cycle
turns out to be too expensive. Based on the observation that the equilibrium
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concentration amplitude variations remain small between neap and spring tides,
the hydrodynamic forcing can be simplified by a mean tide of constant mean
amplitude (Uo=O.5 m/s and B=O in equation (l». The active layer is made of a
non consolidated surface layer (Cs=ll0 gil) whose thickness is equal to
hxCmax/Cs=4.5 cm.

CONCLUSIONS

Consolidation effects have a major influence on the response of the sediment bed
and suspended sediment concentration to a fortnigtly tidal forcing. The bed
structure, which is formed during transition regime, can be schematised in a two
layer structure, with a thin active surface, and a bottom consolidated layer. Once
equilibrium is reached, suspended sediment concentration and active layer
structure variations become periodic at the period of the spring-neap cycle, with
amplitude modulations at half the tidal period. The thickness and density of the
active layer determine the amplitude variation of the suspended sediment
concentration. Consolidation effects of the active layer during neap tides explain
the hysteresis of the bed response to symetrical hydrodynamic forcing. The
bottom consolidated layer undergoes consolidation at much larger time scale.

Detailed calculations over the transition regime are required by using a small
time step, in order to determine accurately the bed structure. Once periodic
steady state is reached, the system response calculations for long term simulation
can be simplified in order to minimize computational costs. The active surface
layer and sediment concentration time variation can be derived from a detailed
calculation over the first neap-spring equilibrium cycle. The bottom layer
properties can be determined by using much larger time scales.

Calculations can be further simplified, by schematising the hydrodynamic
forcing by a "representative" mean tide of constant amplitude in order to
reproduce the main features of the concentration response. The proposed
schematization is valid for the reference case. The amplitude of maximum tidal
current variation B is 0.4, so that concentration amplitude is small. We expect
coefficient B to have a major influence on the choice of a filtrering method. For
B>O.4, amplitude variations of concentration become important. A different
filtering method, using for example a lengthened tide at twice the period of the
fortnightly tidal cycle, will have to be tested in order to represent both the
averaged concentration and the concentration amplitude variation.

In order to be able to generalize our results, the influence of the input
parameters on the proposed filtering methods has to be further examined. More
studies are also needed in order to predict the formation of the bed structure and
to simplify calculations of the transition regime.
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Figure 1: Hydrodynamic forcing U (t) for the Loire estuary.
(B=0.4 and UO=0.5 m/s in equation (1».
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Figure 2: Equilibrium suspended sediment concentration evolution

a) Non consolidating bed b) Consolidating sediment bed.
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Figure 3: Spectral analysis of the equilibrium suspended sediment concentration

a) Non consolidating bed b) Consolidating sediment bed.
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ABSTRACT

This paper investigates physical, analytical, and

numerical models used for shoreline change model­
ing. The equilibrium beach profile, longshore sedi­

ment transport, and the effect of structures on

shoreline are also discussed.

1. INTRODUCTION

Shoreline changes are determined by the interaction

of sea waves and the sediment forming the beach. In

general, beaches are in a state of dynamic equi­

librium. Their deformation due to change in wave

climate is rather seasonal causing erosion or

accretion. Prediction of the shoreline change is

essential in order to take protective measures.

This can be achieved by the use of the physical,

analytical, and numerical models.

The prediction of shoreline change due to

longshore wave induced sediment transport has

traditionally been acquired using physical modeling

techniques. These models provided special ad­

vantages when detailed problems were to be solved.
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However, physical models have scaling problems, and

are generally too small to reproduce sufficiently

long reaches of the shore.

with the recent development of mathematical

models, many problems dealing with shoreline

changes are now solved numerically. However, these

models still depend on quantification involving

field measurements and physical ~odel studies.

2. EQUILIBRIUM BEACH PROFILE

Beach profiles in nature are continuously evolving

under the varying action of waves, currents, tides,

and sediment transport. When these effects are

maintained constant, the profile will stabilize

into a so - called equilibrium beach profile.

studies, encompassing several thousand beach

profiles fromnatureand thelaboratoryhave demonstrated

that most beach profiles can be represented well by

the monotonic form (7) ,

hex) A x 2/3 (1 )

in which hex) is the water depth at a distance, x ,

offshore and A is a so - called "scale parameter".

It is noted that the parameter A has dimensions of

length to the one - third power (m1/3 ) , Fig. (1).

It is clear from this figure that beaches composed

of larger diameter sediments are steeper with

larger A values, whereas finer sediment beaches are

flatter with smaller A values. Figure (2) gives A

as a function of the sediment fall velocity, w, the

breaking wave height, Hb , and the wave period, T.

It is obvious from this figure that steep slopes

are associated with large fall velocities, small
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wave heights, and long wave periods. whileas, mild

slopes are associated with small fall velocities,

large wave heights, and short wave periods.

The equilibrium beach profile resulting from

an initially plan beach could be schematized by two

different cases (12) as shown in Fig. (3). In this

figure m is the initial plane beach slope, R is the

shoreline advancement with negative R indicating

recessing, hc is the depth of closure at which no

measurable change in bottom elevation occurs, Wc is

the offshore distance to hc ' a is a dimensionless

berm height, and positive x is directed offshore

with its origin at the intersection of water level

and initial plane beach. A model for shoreline ad­

vancement or recession was developed by using con­

servation of sand argument and extending the equi­

librium profile concept in the surf zone to the

depth of closure (12).



382 Computer Modelling for Seas and Coastal Regions

,NOR MAL PROFILel STORM PROFIL~

1.0r--,...-,r--.--r-'-"""""T'"T""-T"(;.,.N~O;;..,.::B;.;.A.:;,R;...;Ir-rTT· :r;BA;::RT-:-P;.:.RE::.:S;.:E:.;;N;.:.T..................

II:
lU

t;j 0.5
2«
It:

~
lU
.J-

« '"
~ _.... O.la-------f---------+----~-__l

lU,§

~ « 0.05
o
II:
CL

:I:
<..l
«
lU
III 0·01 L.-.!-..1--.!-.J-L1 .wILll-I.L-.L-.J_..L......JI.-L..l...LJL.LL--I.-L---!.-L...LI..LllJ

.01 .10 1.0 10.0

FALL VELOCITY I WAVE CHARACTERISTICS PARAIlIETER.
( H b I wT I

FiOure (2) BEACH PROFILE SCALE PARAMETER ,A , C7:J.

Referring to Fig. (3), conservation of sand re­

quires the following volumetric balance per unit

beach width:

( 2)

Using the expression for the equilibrium beach

profile,

hex) A (x - R )2/3 (3)

Where h is water depth, and A is an empirical con­

stant depending on sediment characteristics and

wave steepness, the conservation equation can be

written as,

2 o
(4 )
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in which u is a dummy variable of integration. A

little algebra and integration then gives,

R 1

2
(5)

If we define the overall beach slope in the equi-

librium profile, me as ,

(6 )

Equation (5) can be written in terms of mi and me

as,

R 1

2
- 1 ) (7)
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For an erosional beach, therefore, we have,

(For R:S 0) (8)

For an accretional beach, the same procedure is

followed and we have,

(For R ~ 0) (9)

Equation (7) therefore, can be used for shoreline

advancement as well as recession.

3. LONGSHORE SEDIMENT TRANSPORT

The relationship governing the transport of sedi­

ment along a straight shoreline as expressed by

Komar and Inman(9) is,

I=K Pis (10)

in which I is the immersed weight transport rate, K

is a dimensionless constant, and Pis is the long­

shore component of wave energy flux at the

breakeline, given by,

(11)

in which p is the density of water, g is the ac­
celeration of gravity, Hb is the breaking wave

height, Cgb is the group celerity at breaking, and

Qb is the wave crest angle relative to shoreline at

breaking.
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The in - place volumetric flux,

lated to I as,

I
Q

Q , is re-

(12)

Where 5s is the sediment specific gravity, and P

is the inplace sediment prosity.

Combining Eqs. (10) and (12) gives,

Q
K

(13)

It is well known that the model results for

longshore sediment transport yield values of K that

are approximateiy one - third of the prototype

values (4) Dean (6) presented Fig. (4) for the

variation of the parameter , K, interpreted form
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the limited available field data. It is seen that

the parameter provides a reasonable explanation of

the difference in the laboratory and prototype

data.

4. EFFECT OF STRUCTURES ON SHORELINE

Coastal structures are commonly constructed for

beach erosion control. It is important to know the

impact of such structures on shoreline fluctua­

tions. Theoretical solutions are available for

ideal ized cases of simple littoral barriers,

unidirectional waves, and linearized transport
(18). Most actual conditions are considerably more

complex due to reversals of longshore transport, a

time - varying wave height and possibly more than

one structure present.

There is little quantitative information

available on the behavior of shorelines protected

by coastal structures. It has been known that under

certain wave conditions, a vertical seawall will

accelerate erosion of the beach in front of it. The

end result is that the beach in front of the

seawall can no longer maintain the natural equi­

librium profile and the beach slope becomes

steeper. An intensive field monitoring effort is

needed as a first step towards achieving quantita­

tive understanding of the influence of coastal

structures on the shoreline.

Perlin (17) investigated geometric parameters

determining the influence of a breakwater on the

shoreline by using numerical simulation model.

Kraus (10) obtained good agreement in a comparison

of breaking wave height and direction and shoreline

change behind a detached breakwater calculated by a

numerical model and measured in a physical model.
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The most obvious shore protection property of

detached breakwaters is the wave sheltering af­

forded to the shoreline. The wave height and long­

shore current velocity are reduced behind these

structures, and sediment carried by the longshore

current is deposited in the shadow zone resulting

in seaward progression of the shoreline.

5.PHYSICAL MODELS

Physical models provide two advantages when study­

ing coastal processes. First, is that nature is

used to integrate the appropriate equations which

govern the phenomena. second,is that the size of

the model is much smaller than the prototype, per­

mitting easier aquisition of relevant data.

However, there are drawbacks such as the in­

troduction of scale effects, which are due to

changes in the relative importance of various

forces as the model is smaller than the prototype.

The model is also more simplistic than the

prototype when monochromatic waves are used to

study real sea states.

When a model involves sediment transport, ad­

ditional scale effects result from dissimilarities

in the modeling of the sediment phase specially

with respect to the particle size. Prototype large

diameter particles can be readily scaled down, but

scaling small diameter particles create a totally

different sediment transport regime.

Many investigations have been carried out to

define the requirements for physical modeling of

coastal processes. Kamphuis (8) employed dimen­

sional analysis to identify four parameters for

dynamic similitude:
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u*.D
Particle Reynolds Number

Shear Stress

(14)

• • •• (15)

Relative Density

Particle Geometric Similitude

(16)

• • •• (17)

Where u* is the shear velocity, D is particle

diameter, ~is the fluid kinematic viscosity, p and
Ps are the water and sediment densities respec­
tively, g is the acceleration of gravity, and '>. is
a typical length.

Kamphuis noted that it was impossible to

satisfy the above four requirements except at full

scale. He identified the "best" model as one in

which the particle Reynolds Number requirement was

relaxed, while the others were satisfied.

In the Froude modeling with an undistorted

length ratio, Lr , the time ratio, Tr , and velocity

ratio, Vr , are scaled according:

(18)

The scale relationships for any other physical

parameter of interest can be determined directly.

The fall velocity, w, seems to be a relevant

parameter and it must follow the Froude scaling,

w = rr:-- ..; 1.Jr (19)
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Dean (5) developed a functional relationship

for the role of particle size in the formation of

beaches with summer and winter profiles. He showed

that the dimensionless Fall Time parameter, F0'

should be the same for model and prototype,

)
model

) .
prototype

(20)

where Ho is the wave height in deep water, and T

is the wave period.

6.ANALYTICAL MODELS

These models are closed-form mathematical solutions

of simplified differential equations for shoreline

change derived under assumptions of steady wave

conditions, idealized initial shoreline and struc­

ture positions, and simplified boundary conditions.

Longshore sediment transport is represented,

whileas cross-shore transport is omitted, yielding

a one-dimensional model. Analytical models serve

as a means to examine trends in shoreline change

and to investigate basic dependencies of the change

on waves and initial and boundary conditions. Lar­

son, Hanson, and Kraus (13) gave a survey of more

than 25 analytical solutions of the shore1 ine

change equations

The theory of the shoreline model originated

with Pelnard-Considere (16) He assumed that the

beach bottom, not necessarily of planar slope, al­

ways remains in equilibrium and, as a consequence,

moves in parallel to itself down to a certain

depth, herein called the depth of closure. There­

fore, one-contour, or one-line is sufficient to
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describe changes in beach planform. This line is

conviently taken as the shoreline. Pelnard - Con­

sidere gave closed - form mathematical solutions

for certain idealized cases and verified the

results through laboratory experiments.

The governing equation for the shoreline posi­

tion in the shoreline model is obtained from the

continuity equation of sediment, for which a pre­

dictive equation for sediment transport rate is

necessary. Sediment transport and the resultant

shoreline position depend on the local wave condi­

tions, beach planform, boundary conditions and pos­

sible constraints such as the ones produced by

coastal structures.

The governing equation for Fig. (5) is,

~ Q ~ y

+ h

d x '0 t

o (21)

Where Q is the longshore sediment transport rate,

X is the longshore coordinate, h is the depth at

which sediment is first moved by wave action and is

known as the depth of closure, y is the shoreline

position measuring scour or accretion of the beach,

and t is the time. Equation (21) may be solved

analytically by finite differences for simple

problems, such as the accretion updrift a groin or

behind a detached breakwater.

Bakker, Bretler and Ross (2) extended the

theory of Pelnard Considere by representing the

beach profile by two contours, say Y1 and Y2. In

this case there are two governing equations which

incorporate the effect of the onshore or offshore
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Figure ( 5) SHORELINE MODEL OF BEACH PLANFORM C16:J

motion between the two contours due to nonequi­

librium beach slope. These equations were solved

for a number of cases including those of a single

and mUltiple groins along a shoreline.

7. NUMERICAL MODELS

To avo ide the assumptions and limitations of

analytical models I several investigations

(1,2,18,19) have been carried out to appiy numeri­

cal models to shoreline change problems. The ad­

vantages of these models are the capability to in­

clude changes in wave climate, nonlinearity of

equations, and conditions of coastal structures.

Shoreline models, often referred to as one ­

line models, may not be used to predict local

change of bottom topography, for which three ­

dimensional models are required. Numerical models
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now exist which account for cross - shore transport

in a schematic way . The two - line model of Bakker

(1), Bakker et al.(2), and the n - line model of

Perlin and Dean (18,19) are examples.

Borah and Balloffet (3) formulated a numerical

model according to the procedure developed by Le

Mehaute and Soldate (14,15). Figure (6) shows a

schematic representation of the beach evolution

model. The continuity equation of beach sediment,

equation (21) can be written as,

o y
o t

1 0 Q

h '0 x
(22)

in which Y is shoreline distance from the x­

axis, t is the time, h is the depth of closure,

Q is the longshore transport rate as given by equa­

tion (13), and x is the longshore ordinate.

v
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Figure (6) REPRESENTATION OF SHORELINE CHANGE C3:::J.
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The shoreline orientation with respect to the

x - axis may be expressed in terms of the wave

crest angle with respect to the x - axis, a , and

the angle between the crest and shoreline, ao '

o y
d x

(23)

Combining equation (22)

sion - type sediment

(14,15) ,

dQ

and equation (23), a diffu­

flux equation is obtained

d Q
d t

(24)

Equation (22) and equation (24) are numerically

solved with given initial and boundary conditions

to compute the shoreline position and the sediment

flux distribution at discrete shoreline increments,

and time intervals.

Numerical models, however, have their limita­

tions for engineering use. They require special ex­

pertise, powerful computers, extensive field data

collection, and verification (11).

8. CONCLUSIONS

This paper investigates shoreline change modeling.

The following conclusions are reached:

1. There are still many problems in coastal hydro­

dynamics which need to be solved. A better

understanding of surf zone hydrodynamics is

important for modeling of sedimentary

processes. An improved understanding of the

dist ribution of longshore sediment transport



are used for simplified con­

as a means to examine trends
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across the surf zone, mechanics of onshore ­

offshore sediment transport, and sediment

transport under the action of both waves and

currents, is needed.

2. physical models provide advantages when detailed

coastal problems are to be solved. However,

because of scaling problems, an undistorted

scale has to be used, and the model should be

of sufficient size to minimize the effect of

surface tension.

3. Analytical models

ditions. They serve

in shoreline change.

4. Numerical models are likely to evolve slowly,

depending on field measurements and physical

model studies to improve their accuracy and

verification.
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ABSTACT

The present paper describes the application of a range of
computer models to describe the seasonal variation of seabed
bathymetry in the vicinity of Chukpyon Harbour, which is
situated on the east coast of Korea. The coastal conditions at
the harbour site are dominated by waves and wave-induced
currents. Consequently, wave -period- average models were used
to predict waves and wave-induced-currents for three wave
conditions for two wave directions. A new three-dimensional
wave-period-average sediment model was then used to describe
particular patterns of seabed change, which were, in turn,
combined to predict seasonal changes. Use was made of a
variety of field data on waves, currents, and sediment
transport rates to set up and calibrate the model. Comparison
of model results with field data confirmed the presence of
residual sediment movement towards the harbour entrance and the
location of shoal zones near the west groyne and east
breakwater. The model was subsequently used to study new
additions to the existing structures to control nearshore
siltation.

INTRODUCTION

Considerable progress has been made over the last decade in the
computer modelling of coastal processes, O'Connor [1].
Unfortunately, many of the newly-emerging models are too
expensive to use for the study of long-term changes in coastal
bathymetry. In addition, many models are untested in field
situations. The present paper describes the application of a
series of relatively simple models to study the seasonal
variation of seabed bathymetry in the vicinity of Chukpyon
Harbour, which is situated on the east coast of Korea, Fig. 1.
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KODEL PHILOSOPHY

Initial work at Chukpyon began in 1905, but in 1963 increasing
harbour siltation led to the construction of a western
breakwater in an attempt to reduce the problem. Subsequently,
the eastern breakwater was extended between 1968-72 in a
further attempt to limit harbour dredging, but with limited
success, Fig. 1. In 1986, a field study was initiated by the
Pohang District Maritime and Port Authority in order to assist
with both an understanding of the problem and the design of new
works. Further fieldwork was undertaken in 1987, 1988 and 1989
in association with the Korean Ocean Research and Development
Institute (KOROl).

The fieldwork showed that tidal effects at the site were
small with the amplitude of the major tidal components
(M2 'S2 '01 ,K1 ) being only 4.9cm, l.lcm, 4.3cm and 4.2cm,
respectively, while wind and density-induced currents were also
found to have a negligible influence on sediment movements.
Wave periods were found to be in the range 4-l0s and to be
associated with significant wave heights up to 3m in size. The
Summer and Autumn wave climates were found to be dominated by
southerly waves while the Winter and Spring was dominated by
northerly waves, see Fig. 2.
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The fieldwork suggests that the sediment transport
processes at Chukpyon are likely to be dominated by waves and
nearshore wave-induced currents, produced by winds from only a
limited number of directions. Consequently, it is possible to
use a series of simplified models to study sediment movements
at the site and to build up long-term bed level changes by
combining together the seabed accretion/erosion patterns
produced by the dominating seasonal winds.

The individual seabed accretion/erosion patterns are
obtained by using a wave propagation model to route the
seasonal design wave (characterized by its significant height
and peak period of the wave spectrum) inshore. The computed
wave height field is then used to calculate wave radiation
stresses in a wave - induced current model, assuming no
interaction between the wave and current fields. The results
from the wave and current models are then used to determine the
movement of sediment in suspension and as bed load in a new
three-dimensional sediment transport model. Finally, seabed
accretion/erosion zones are determined from a sediment
continuity equation. The total model system is illustrated
diagrammatically in Fig. 3.

\lAVE PROPAGATION MODEL

The field measurement programmes made use of wave rider buoys
to determine the annual offshore wave climate. Subsequent data
analysis provided details of design wave conditions for the
predominant seasonal directions. These offshore conditions are
routed inshore taking account of the processes of refraction,
shoaling, diffraction and wave breaking using a simple finite
difference solution of the equations for wave direction and
wave energy flux; frictional effects being neglected.
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Fig. 3 Model system Fig. 4 Model and field
sediment discharges
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The model follows the approach of Ebersole et al [2). The
velocity potential (~) for linear waves is expressed in complex
notation as:-

(1)

where a(x,y) is the wave amplitude; s(x,y) is the wave phase
function (- kxx + kyy - at, where kx ' ky are the x,y components
of the wave number (k) and a is the wave frequency). Substitu­
tion of equation (1) into the mild-slope form of the wave
energy equation of Smith and Sprinks [4):-

a
ax ~ - 0 (2)

leads to Berkhoff's [3) equations for wave amplitude and
direction:-

1
a

( lIa.lI(cc
g

) o (3)

(4)

where 11 is the spatial gradient operator (a/ax + a/ay); x,y
are longitudinal and lateral spatial cartesian co-ordinates;
and c, c

g
are the wave phase velocity and group velocity,

respectively. Irrotationality of wave phase function is also
assumed, that is:-

IIx(lIs) = 0 (5)

Equations (4) and (5) can be transformed to give two simple
equations for wave direction and wave amplitude:-

~x (1IIslsinB) - ~y (1IIslcosB) o (6)

o (7)

where B is the direction of wave propagation relative to the x
axis.
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Equations (6) and (7) are solved on a square grid of
computation points using Ebersole et al's (2) simple forward
marching technique with the diffraction terms in Eq. (3)
omitted at grids near the sawtooth-shaped land boundaries. Wave
breaking is simulated by a simple limiting depth criteria. At
the open ends of breakwaters, Penney and Price's (5) diffrac­
tion theory for uniform depth is used to give wave height
information in the shadow zones.

WAVE-INDUCED FLOW HODEL

Once details of the wave number and wave amplitude are known,
it is possible to determine the depth-average wave-induced
current pattern in the study area using the same computational
grid as for the wave model.

The current model uses the standard depth-average
equations of fluid momentum and continuity with the inclusion
of Radiation Stress Terms, Longuet-Higgins and Stewart (6), Yoo
and O'Connor [7):-

a'1 +
a(du) a(dv)

0+ ---
at ax ay

au uau vau + ga'1 1 [asxx asXY ]at + ax + ay + pd ax +-- + Fx 0ax ay

av uav vav ga'1 1 [asxy asyy ]+ + + + - +-- + Fy = 0at ax ay ay pd ax ay

(8)

(9)

(10)

where d is the water depth, including wave set-up; u, v are
depth-average velocities in the x,y co-ordinate directions; t
is time; g is the acceleration due to gravity; p is the fluid
density; '1 is the wave-period-average variation in mean water
level; Fx ' Fy are bed friction terms; Sxx' SXy' Syy are the
radiation stress terms given by the equations:-

Sxx Sll cos 2 0 + S22sin20 (118.)

SXy Sll sinO cosO - S22 cosO sinO (Hb)

Syy = Sll sin20 + S22 cos2 0 (He)

511 = E(2cg/c - 0.5) ; S22 = E(cg/c - 0.5) (12)
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with E being the wave energy per unit area of sea surface
(pga2 /2) .

Lateral m~x~ng terms are neglected in equations (9) and
(10), since this leads to a cheaper model without the need for
expensive extra sub-models to determine mixing coefficients.
However, the effects of lateral mixing are not neglected but
are introduced in a simpler way by spatial smoothing of the
radiation stress terms (a linear average of the four values at
neighboring points was used), together with the numerical
smoothing that is present in all models (Kim [10]). Field data
is used to control the degree of smoothing used in the model.

Equations (8-12) are solved using a simple explicit finite
difference scheme on a space-staggered mesh; no-slip boundary
conditions being used on solid boundaries with the seaward
boundary being set far enough offshore to avoid reflection
problems.

SEDIMENT TRANSPORT MODEL

The movement of sediment in the coastal zone is assumed to be
by a combination of bed and suspended load, assuming that
undertow effects can be neglected for long-term calculations.
Because of the spatial non-uniformity of the sediment field
near structures and the large vertical concentration gradients
produced by sandy sediments, a wave-period-average (WPA) ,
three-dimensional suspended load equation was chosen for the
present study, that is:-

ac uac vac ac
at + ax + ay + (w - Wf) az

a
ax

ac )
ax

o (13)

where c is the WPA suspended sediment concentration; u,v,w are
WPA flow velocities; wf is a representative particle fall
velocity; €x' € ,€ are WPA sediment diffusion coefficients in
the x,y,z (vertical) co-ordinate directions, respectively.

Equation (13) is solved using the same horizontal and
lateral grid system as the wave and current models. Details of
the suspended sediment concentration over the flow depth at
each spatial grid point in plan is provided by
non-dimensionalizing the flow depth and then using an
exponentially-spaced vertical grid system so that details of
the large vertical concentration gradients can be resolved
using the minimum number of vertical grid points.
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Solution of equation (13) also requires specification of
sediment concentrations at the water surface and seabed. At
the surface, a no-flux condition is used, that is:-

Bc
Bz o (14)

At the seabed, a specified WPA concentration is used
related to the WPA combined wave and current shear stress, that
is:-

(15)

where c r is determined at half a ripple height above the
seabed; A is a scale factor with a value of some 6 x 10- 6 for
c r in concentration by volume; and the overbar indicates a
time-average over the wave period (ofT ( )dt/T) . tPwe is a
non-dimensional form of grain Froude number given by the
equation:-

-+

tPwe (s - 1) pgdso
(16)

where dso is a representative (50% finer) bed grain size;
(s - 1) is the submerged relative density of the sediment
grains (= pslp - 1 with Ps the density of the sediment grains);
a is a scale factor with a value of some 0.2; T e' Tware the
instantaneous bed shear stresses (vectors) for the current and
wave fields, respectively, defined by the equations:-

(17)

(18)

where c fe ' c fw are current and wave friction factors, see
O'Connor and Yoo [8], and u, u'" are the depth-mean current
velocity and nearbed orbital wave velocity vectors, respective­
ly.

The WPA diffusion coefficients must also be specified.
Constant values are used for ox' ° with typical values of
IE-6m2 Is. The vertical coefficient is assumed to contain wave
and current contribuci~ns, that is:-
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(19)

where IC

velocity
velocity
enhanced

is von Karman's constant; U", e is the current shear
(= J(ITe I/p) and u"'we is a combined wave/current shear
(= J (IT e + QTwl)/p· No allowance is made for

mixing in the surf zone due to breaking waves.

The combined set of equations (13 - 19) are solved using a
splitting-technique to separate advective and diffusive
transport. A Crank-Nicolson implicit approach is used for the
vertical diffusive part while a characteristic approach is used
for the advective and settling parts, see O'Connor and
Nicholson [9]. Zero flux conditions are used on solid
boundaries and specified concentrations, based on field data,
used on inflow boundaries. The model is given a "cold-start"
and run until equilibrium concentrations are obtained over the
study area.

Bed level changes (zb) are obtained by use of a total
sediment continuity equation:-

1
+~ (

aqx + aqy ]
ax ay = 0 (20)

where n is the porosity of the deposited bed;
total bed and suspended loads, respectively.

The suspended load is determined by depth- integration of
the suspended load concentrations and the wave- induced
currents, assuming that the latter follow a logarithmic
distribution over the flow depth, that is:-

V 2n (z/z )
u(z) = 2n(0.368d/z

o
)

(21)

where V is the total velocity <J (u2 + v 2 ) and Zo is the
effective roughness of the seabed determined from field
velocity profiles. Allowance is also made for horizontal and
lateral diffusive transport.

The bed load is determined from an empirical equation
based on Brown's formula (Kim [10]), which relates the sediment
transport rate to the WPA grain Froude number ~we' that is:-

(22a)
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and ~b (22b)

-+
where qb is the vector of bed load transport in insitu volume
(m3 ) per unit width, per unit time; .,pc is the grain Froude
number of current-only motion and B is a scale factor with a
typical value of 20. It is also assumed that the bed load
moves in the direction of the wave-induced current vector.

APPLICATION TO CHUKPYON HARBOUR

A wide range of general data was available to test the model
system. However, the period 10.6.87 to 3.11.87 was eventually
selected, since bathymetric charts were available for the start
and end of the period and the Harbour area was subjected to two
grade B typhoons on the 16.7.87 (Thelma) and 30.8.87 (Dinah)
with significant wave heights of 5.4m and 5.6m, respectively.
Fortunately, continuous wave recordings were made during the
period along with some measurements of sediment transport rate
and suspended sediment concentration at nine points over the
study area using bed load traps (ARNHEM) and horizontal drogue
nets supplemented by a pump sampler on a boundary layer bed
frame (Kim [10]).

Analysis of the wave records suggested that the wave
climate over the study period could be divided into six
representative groups composed of two predominant directions
(ENE and ESE) and three wave height bands with a peak period of
7s: the largest wave heights corresponding to the typhoon
conditions.

The output from the wave and current models was tested
against field data at particular points and found to give a
realistic representation of field conditions (Kim [10]). The
field sediment data was next used to calibrate the constants in
the sediment model. Quite reasonable results were obtained for
both reference concentration (c

r
) and vertical sediment

concentration profiles, see Figs. 4 and 5.
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Fig. 5 Model and field concentrations
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Typical wave height and wave- induced current results for
the two typhoon cases are shown in Figs. 6-8. It is clear that
the Eastern Breakwater provides significant protection to the
harbour but that both wave directions produce strong nearshore
currents which are capable of moving sediment into the harbour
area.

Fig. 6 Model wave heights, ESE, ENE typhoons

I

L
Fig. 7 ENE model currents (Hs 5.5m)
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Fig. 8 ESE model currents (Hs = 5.5m)

Comparison of the sediment model bed level changes with
those from the bathymetric charts confirms the effect of the
wave-induced currents. Figs. 9 and 10 clearly show accretion
near the Western Breakwater and off the tip of the Eastern
Breakwater, although coastline accretion is less well
represented. The erosion zone off the harbour entrance is also
well reproduced.

, ,

o 500m

Fig. 9 Field bed level changes (117 days)
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Fig. 11 Bed level changes (117 days)

Detailed bed level changes on an EW and NS transect are also
shown on Fig. 11. Quite good quantitative agreement is
obtained along the EW transect with less good agreement along
the NS transect, although a very good location is obtained for
the major shoal area. The degree of fit with field data was
deemed sufficient to enable the model system to be used to
study various structure modifications in order to control the
nearshore siltation rates. Further work is currently in
progress to improve the specification of the mixing and bed
boundary conditions in the sediment model.

CONCLUSIONS

A relatively simple system of nearshore coastal models has been
developed to study a particular harbour siltation problem at
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Chukpyon in eastern Korea. The lack of nearshore tidal
currents in the study area enables wave and current fields to
be decoupled while the dominance of sediment movements by
typhoon conditions has enabled the wave climate to be
synthesized by a limited number of wave patterns. A new
three-dimensional WPA sediment model has been interfaced with
both an inshore wave prediction model and a wave-induced
current model and shown to be capable of giving quite a good
representation of sediment load and seabed changes in the
vicinity of the harbour. The calibrated model system has
proved useful in studying ways of controlling nearshore
siltation.
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Application of the Three-Dimensional
Model to Slovenian Coastal Sea
R. Rajar
Department of Civil Engineering, University of
Ljubljana, Haidrihova 28, 61000 Ljubljana,
Slovenia

ABSTRACT

A three-dimensional baroclinic model based on the finite volume method is de­
scribed. Some discussion about the use of two- and three-dimensional models,
about turbulence modelling and about numerical diffusion is given. Two exam­
ples of model application (numerical simulation) are presented:

• Tidal circulation in the Koper bay (Slovenian Coast) .

• Water exchange in Marina Koper.

INTRODUCTION

Nowadays there is no need to write about the necessity of using two and three-di­
mensional hydrodynamic and water quality models in surface water environmen­
tal problems. An interesting question is when is it possible to use simpler and
more economic two-dimensional (2D) models and when is it necessary to apply
three-dimensional (3D) models which are, in spite of high - speed computers still
sometimes expensive for solving practical problems.

2D models, where the flow is "depth-averaged", can be successfully used to
simulate circulation, when density differences do not playa significant role. Tidal
circulation in coastal seas is typical, for example. Such models are also used for
designing optimal layout of Marinas to assure sufficient flushing (Nece and Fal­
coner [7]). Wind driven circulation can be successfully simulated by 2D models,
when the computational area is large and details of the circulation near the shore
are not important. 2D models can also be useful to get first approximations of
some phenomena and for comparison with the final results of 3D models. In
simulations of detailed flow in rivers, regarding river reclamation, or flow at or
around hydraulic structures, 2D models can often successfully replace much more
expensive physical models (Cetina [2]).
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The use of 3D models is unavoidable in all cases where the influence of den­
sity distribution cannot be neglected, be it tidal or wind-induced or purely density
driven flow. Inflow of lower salinity river plumes into a coastal sea is a typical
example, but often also in the simulation of tidal flows the influence of density dif­
ferences cannot be neglected (Backhaus et al. [1]). In cases of wind-driven flows
in smaller areas near the shore, the depth-averaged 2D models cannot simulate
the 3D character of the flow. With wind-driven flows the density stratification
causes an additional effect: an important diminishing of the shear stress between
the horizontal layers, the consequence being that the surface layer circulation can
differ considerably from the depth averaged circulation. Strong stratification in
lakes usually also demands the use of 3D models. Though enormous effort is
made to develop good 3D models, there are still some unsolved or at least not
satisfactorily solved problems such as:

• Simulation of turbulent shear stresses is often not satisfactory since our
understanding of turbulence phenomena is still not perfect, especially in
large-scale natural conditions.

• Most numerical methods of solution are not completely satisfactory: the
numerical computations are expensive and often the methods are burdened
by numerical diffusion, which can render the results questionable (See Case
1.).

Most modelers agree that near the open boundaries the simulation is often not
reliable. Different methods exist to replace the influences of the external region
on flow inside the computational field, but sometimes only densely measured
data at the open boundary can replace them. Considering all the above, there is
almost always the need for verification and calibration of mathematical models.
In most cases only a well planned combination of mathematical simulation and
field measurements can give reliable results.

MATHEMATICAL MODELS

Two-dimensional Model
Only a brief description will be given here. As the model was used as a basis for
developing the 3D model, described in the next section, some common features
will be explained there. The basic equations are the depth integrated equations
of motion, the advection terms are taken into account. The bottom friction is
accounted for by a quadratic law. The two-equation turbulence model k - i is
included in the model to calculate the turbulent viscosity and shear stresses in
the X Z and Y Z plane (they are especially important in cases of high velocity
flow in river hydraulics- Cetina [2]). The finite difference method developed by
Patankar [10] is used to solve the system of equations.

Three-dimensional Model
Basic Equations The model is based on the fully non-linear 3D equations of
motion (Eqs. 1 to 8).

fJh fJ(hu) fJ(hv)- + -- +-- + W u - Wd = 0 (1)
fJt fJx fJy
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(3)

(4)

(5)

(6)

(7)

(8)

The following symbols are used in equations (1) to (8): u, v, w - velocity
components in the three space directions x, y and z, h-layer thickness, H -depth,
p-density, p-pressure, Pa-atmospheric pressure, T-temperature, s-salinity,
Nh, Nv-"horizontal" and "vertical" turbulent viscosity, Dh, Dv-dispersion coef­
ficients, t-time, f-Coriolis parameter, Tw-wind stress, Tb-bottom stress. The
model simulates transport and dispersion of temperature and salinity (or any
other bio-chemical parameter) by the convection - diffusion equations (6) and
(7). These parameters influence the density through the equation of state (8)
which in turn influences the velocity field. So the model is baroclinic. The so
called source/sink terms must be added to simulate the degradation or augmen­
tation of matter due to bio-chemical reactions to obtain general "water-quality
models".

Turbulence Modeling As in most models, the "eddy viscosity-diffusivity con­
cept" is used in our 3D model. Due to the great difference of the horizontal and
vertical dimensions, different "turbulent (eddy) viscosities" are used to describe
the stresses in the X Z and Y Z planes (Nh) and in the XY plane (Nv). The
results are much more sensitive to the choice and distribution of N v than Nh
(Rajar et al. [12)). Therefore we use a simplified one-equation turbulence model
proposed by Koutitas [4], for the calculation of N v • A parabolic distribution of
N v with the depth is assumed, with maximum value at 0.6 . H and zero at the
bottom and at the surface. The maximum value depends on the depth and on
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the surface wind stress. Stable density stratification can strongly diminish the
value of N v . We use the Munk-Anderson relation with N v and Dv being depen­
dent on the Richardson number (Munk and Anderson [6]). Very few 3D models
include a turbulence model for the horizontal eddy viscosity Nh. Usually Nh is
considered constant over space and time (Cheng and Smith [3]). In most cases
of circulation in coastal seas this can be acceptable. We can though write down
some indications of our experience:

• In cases of high velocity flow in rivers, the spatial distribution of Nh is
important (Cetina [2]).

• Also in cases of inflow of larger rivers into shelf seas or lakes, when the
physical phenomenon approaches a jet flow, the assumption of constant
value of Nh is questionable.

• For simulation of circulation in large water bodies (in a lake) we have seen,
(Rajar and Cetina [11]) that constant value of Nh can give good results if
at least its order of magnitude is properly estimated. When it is difficult
to obtain a realistic estimate of Nh, we use our 2D model with the k - €

turbulence model to obtain the order of magnitude of Nh (See Case 1.).

Numerical Method The 3D model was developed from the 2D one, the basic
numerical method being the same: the finite difference method of Patankar [10]
(in 3D it is often cited as the "finite volume method"). "Upstream" differencing
is used instead of central differencing when the Peclet number exceeds 2.0, which
causes a certain amount of numerical diffusion. This problem is discussed with
Case 1. Layers of the 2D model form a 3D grid, which are connected through
the continuity equation (1) and through the kinematic boundary condition for
the surface (5). Additional terms are included for the third dimension. Since
the basic 2D model is based on the implicit method of solution, a more elab­
orated implicit scheme is also used to incorporate the z direction. This allows
for relatively large time steps (Courant number being of the order of 10 to 40).
Verification and calibration of the model was made using measurements (Rajar
et al. [12]' Rajar [13]) and satellite images in the Northern Adriatic (Rajar and
Cetina [14]).

CASE I: TIDAL CIRCULATION IN KOPER BAY

Koper Bay lies at the Slovenian (Southern) coast of the Gulf of Trieste, which
is located on the east side of the northernmost part of the Adriatic Sea. To de­
termine the transport and dispersion of pollutants from different sources on the
coast and to determine optimum locations of the future wastewater outlets, the
general circulation in the bay was studied using a combination of measurements
and mathematical modelling. Firstly only tidal flow without wind was studied,
since this is the worst case for the transport and dispersion of pollutants, and
since winds are weak in this region, especially in summer, when the pollution
is strongest. Since not enough measurements were available to define boundary
conditions along the extensive open boundary of the bay, we simulated the circu­
lation by the so-called "nested model". First one computation for the whole Gulf
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of Trieste was made with the known tidal function as boundary condition. Only
the M2 component was simulated, the range of which being 51 em. The resulting
velocity field for the mean water level during falling tide is shown in Fig.I. Some
measured velocity vectors are included. The boundaries of the smaller, nested
model for the Koper bay can be seen in the figure (dotted lines).
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Figure 1. Tidal currents in the Gulf of Trieste during falling tide.

Velocities at the open boundaries of the smaller computational field were
taken from the larger region using linear interpolation (since the grid of the
smaller region is four times denser). Figs. 2a. and 2b. show tidal flow in the
Koper Bay at mean water levels during rising and during falling tide. Depth­
averaged measured velocities are also shown in the figures. The agreement is
satisfactory. A cyclonic gyre is formed in the bay during the falling tide with
very small circulation velocities. Measurements also show this pattern (Fig. 2b.).
This reduces the transport and dispersion of pollutants out of the bay. As ex­
pected, this gyre was not simulated when using the coarse grid of the larger
model (grid size DX = DY = 1800 m). In the model of the smaller region
(DX =DY = 450 m) the gyre was not formed when the value of the horizontal
turbulent viscosity N" was too large (e.g. N" = 100m2 /s). To obtain an idea of
the order of magnitude of N" we made some numerical experiments with the 2D
model, which include the k - € turbulence model. The computed values of N"
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Figure 2: Tidal currents in Koper Bay during mean water level.
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were between 0.01 and 0.08 m2/ s. Now the computations with different values
of N h showed that there was no difference in the circulation pattern when Nh
was smaller than about 0.1 m2 / s. The only reason for that could be numerical
diffusion. Patankar [10] gives for his numerical scheme an equation for estimation
of the value of the "spurious" Nhnum, that is induced by the numerical diffusion:

N vLlxLlYI sin 0:1
hnum = 4(Llyl sin 0:13 + Llxl cos 0:13 )

where v is the velocity magnitude and 0: is the angle between the velocity vector
and X-axis. The maximum value of Nhnum is obviously obtained at 0: = 45°.
With an average value of v = 0.03m/s in the inner bay, we obtain Nhnum =
5 m2 / s. Since the angle 0: is generally smaller than 45° it is reasonable that
total prevalence of numerical diffusion over physical diffusion occurs at about
N h = 0.1 m 2 / s. In our case though, the comparison with the measurements show,
that- the results are not yet seriously affected. But it is known that numerical
diffusion affects the computation of concentration in the convection - diffusion
equation much more than the velocity field (Rodi [15]).
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450m

Figure 3. a) Simulation of dispersion of pollutants from Rizana river.
b) Measurements of faecal pollution (from Turk et al [16]).

Because of these disadvantages, we are working on including "particle trac­
king" techniques for the solution of the convection-diffusion equation in the
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finite-difference hydrodynamic model. Since the waste-water outlet (up to now
only mechanical treatment) is into the Riiana river, which flows into the Koper
bay, simulation of dispersion of pollutants was performed. Fig.3. shows the
computed lines of equal concentration' (a fictitious concentration of 100 % was
assumed at the river mouth) after 45 hours of tidal simulation. A general east
to north bounded flow of v = 0.02 m/s was superimposed on the tidal flow, since
measurements have shown a residual current along the Slovenian coast. The only
possible verification was comparison with measured dispersion of faecal pollution
in the bay (Fig.3b.). The agreement is relatively good. Also the measured distri­
bution of concentration shows an influence of a residual current along the coast.

CASE 2: WATER-EXCHANGE IN MARINA KOPER

The eastern Adriatic coast is very beautiful and with its mild weather all condi­
tions for nautical tourism are fulfilled. During the last fifteen years many marinas
have been built along the Croatian and Slovenian coast. Marina Koper is located
inside the Koper Bay (see Fig.2b.). Since the tidal range is only 51 em in this
region, (the M2 constituent) it is difficult to assure adequate flushing of the ma­
rina by tidal circulation. The general layout is shown in Figs.4 and 5.
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Figure 4. Tidal circulation in Marina Koper at mean water level, rising tide.

Since the location was mainly dredged, the depth in the marina is almost uniform,
H = 3 m. The Tidal Prism Ratio

TPR = vol. at high tide - vol. at low tide
vol. at high tide

is an approximate indicator of the tidal flushing possibilities (Nece and Falconer
[7]). Here the TPR is only 0.17, which is a relatively small value, compared to
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e.g. some marinas in Washington state [USA] which have TPRs between 0.20
and 0.70. On the other hand in Turkey its values of only 0.05 have been noted
(Ozdan [9]), but there forced flushing is used. Fortunately it will be possible to
use a small river inflow to improve the marina flushing. The 2D and 3D mathe­
matical models were used to check whether the designed marina layout allows for
adequate flushing, and to propose some improvements. Tidal flow together with
river inflow of Q = 1.23 m 3 / s (mean annual discharge) was simulated first. The
computed velocity field is shown in FigA. at the mean water level during rising
tide. A hypothetical outside concentration with the value of 1.0 and an inside
concentration of 0.0 was assumed in the computation. Fig.5. shows computed
concentration inside the marina at the peak level slack water. The extent of the
exchange zone can be estimated. The density differences were not taken into ac­
count in this computation, though they would undoubtedly influence the results.

Q = 1.23 f"13/ S
~~AL rUNCTID/r1 . N
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Figure 5. Marina Koper - lines of equal hypothetical concentration of peak level
slack water.

The results in the two figures show, that a flow-dividing structure AA should
be constructed near the inflow of the river, to enhance the flushing of the NE
part of the marina. Fig.5. shows that the water exchange is not sufficient in the
central part of the NE basin. Two openings in the outer breakwater (BB) are
proposed and two additional openings (CC) in the wall, separating the SW and
NE basins, to improve the circulation. It was strongly emphasized, that the river
water entering the marina basin should be of good quality, which will be difficult
to assure, especially during the hot summer season, when the river discharge is
at its minimum and the marina pollution is greatest.
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CONCLUSIONS

Two examples of applications of the three-dimensional model are described, show­
ing that the model can be used as an efficient tool in solving different water-quality
problems. Because of some not quite reliable steps in the modelling (simulation of
turbulent shear stresses, numerical diffusion, open boundary conditions) almost
always some measured data are needed.
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ABSTRACT

The paper addresses two basic problems connected with
the solution of the Navier Stokes equations: how to
avoid oscillations in pressure when using elements not
satisfying the L.B.B. condition and how to take
advantage of the splitting technique in choosing a
proper At to accurately describe convection and
diffusion circumventing stability restrictions.
A presentation of the most significant results
complements a short description of the capabilities of
MADIAN code in analysing the physical problem relevant
to the discharge of warm water from power plants
together with the distinguishing aspects of the
numerical method.

INTRODUCTION

The kernel of mathematical models for the study of
power plants impact on the marine environment is
represented by Navier~Stokes equations. Their solution
requires the computation of long transients to reach
stationary conditions in large zones around the
discharge in domains with complex 3-D geometries.
An efficient solution of these equations is therefore
crucial to perform realistic analyses with reasonable
computing times.
The finite element method is attractive for its
flexibility but it suffers from some drawbacks
connected both to restrictions in the choice of
elements for the spatial discretization and to the
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unstructured sparse structure of matrices which affects
the computational efficiency.
In particular, special elements should be used to avoid
spurious oscillations in the solutions or filtering
techniques should be applied based on the construction
of "macro elements", formed by standard finite
elements.
Elements based on three-linear functions for velocities
and constant pressure are unstable but, despite this
drawback, they are used in many codes for the
simplicity of their implementation. This approximation
often produces reasonable results for the velocity
field while spurious oscillations in pressure are
generally eliminated by crude filtering rules.
A problem connected with the use of these type of
elements is the presence of rank deficiency in the
matrices of the discretized model which requires some
shrewdness in the solution of linear systems.
This occurrence often hampers the convergence of
iterative schemes generally used, so that the computing
time may become prohibitive.
Proper strategies in the simulation of long transients
must be predisposed to reduce the computational effort.
The paper describes the solutions adopted in MADIAN
code [1], in the attempt to get the maximum out of the
choice of popular but poor elements such as those
described.
MADIAN code is aimed at the analysis of the discharge
of warm water from power plants into coastal waters and
its present version is based on Po/Qo elements for
pressure and P1/Q\ elements for velocity, temperature
and salinity. A second version using P\-isoP2 elements
is now in progress.
After a brief description of the mathematical and
numerical model of the code, the paper describes the
method used to eliminate or reduce the influence of
spurious oscillations and the strategy adopted to
reduce the computational effort in the simulation of
long transients. Numerical examples are presented to
test the efficiency of the proposed choices.

OUTLINES OF THE MATHEMATICAL AND NUMERICAL MODEL

MADIAN is based on a full three dimensional transient
model consisting of:

- the Reynolds averaged turbulent Navier-Stokes
equations for an incompressible Newtonian fluid [2],
simplified with the Boussinesq approximation [3].

- The equation of the free surface
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.E!l + i1 . 'iT) = W ( 1 )
at" "

describing the kinematic condition where ~(x,y,t) is
the difference between the actual level of the free
surface and the still level zo' u" is the two
dimensional velocity vector at the free surface and
w" is the vertical component of velocity at the free
surface.

- The thermal energy equation written in terms of the
variable T' = T-T. representing the dynamic component
of the thermal perturbation at study, where T. is the
natural and possibly non-uniform temperature
distribution [7].

- The salinity equation and the equations for dissolved
and dynamically passive sUbstances, whose form is
similar to that of the thermal energy.

- The equations of state.
The turbulence models at present implemented in the
code are:
- the simplified model with constant eddy viscosity
diffusivitYi

- the mixing length model.
These models are modified to take into account the
effects of buoyancy [5].
As for the boundary conditions references can be found
in [7].
The equations previously described are solved with a
fractional step method [8]. According to this technique
the operators are splitt so that terms related to
convection are separated from those describing
diffusion-propagation. Coriolis forces, which depend
on the unknown themselves are associated with the
convective part, while the remaining source terms are
joined to the diffusion-propagation part.
The convective equations are solved by means of a
second order explicit Taylor-Galerkin method [7], [9].
The initial field for this phase is the solution of the
previous time step and the boundary conditions used to
advance in time are those given on inflow boundaries.
The diffusive equations are solved through a one step
implicit method with initial conditions given by the
solution of the convective equations in the same time
interval.
The boundary conditions associated to this step are
those specified for the global equations. To perform
the spatial discretization isoparametric linear
elements for velocity, temperature, salinity and
concentration are used, while an elementwise constant
pressure is considered.
The diffusion-propagation phase of the Navier-Stokes
equations requires the solution of a generalized stokes
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problem whose discrete form is:

(2)

Where U an P are vectors of nodal velocities and
pressures respectively, A is a symmetric positive
definite matrix and B is a rectangular matrix.
Problem (2) is reduced to the solution of the linear
system

s
(3)

The computation of nodal velocities is obtained by the
first equation of system (2), once P is known.
Equation (3) is solved by means of the conjugate
gradient method.

SOLUTION OF THE GENERALIZED STOKES PROBLEM

Equation (3) is singular because matrix Q has always a
zero eigenvalue corresponding to the constant pressure
mode. This rank deficiency can be easily eliminated
because pressure is defined but for a constant.
Therefore any constraint might be imposed and in
general a zero mean value pressure is considered.
However the use of Po/Qo - P,/Q" elements can produce a
further zero eigenvalue in matrix Q when a regular
spatial mesh is considered (10). This second source of
singularity can be eliminated only through the
computation of the related eigenvector, that is the
spurious mode, what is not in general practicable. It
can be shown that a simple choice of the initial guess
to start the conjugate gradient method can allow the
computation of the minimum norm solution of eq. (3).
Let us consider the eigenvalue problem, associated with
matrix Q

{
Q~ = ~A

Qrl = 0
(4)

where ~ are the modes relevant to zero eigenvalues. It
must be noticed that solutions of eq. (3) only exist if
the known vector does not contain contributions from ~

modes. This is normally true because of the form of
vector s.
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Any iterative scheme of the form

pk+l = F{pK,QpK,S) (5)

will converge to the minimum norm solution of eq. (3)
only if pHI does not contain contributions from ~

modes. Otherwise the numerical scheme may diverge. This
implies that pk

, and therefore the initial guess P,
must lie in the sUbspace spanned by ~ modes. A simple
choice of the initial guess which verifies this
conditions is

po = 0 (6)

Choosing this value as the initial time condition, the
computation of pressure at time t=tn +1 can then be
performed by assuming as initial guess the value of P
computed at time t=tn , because the computational rule
guarantees that

~T P Ic=c = 0
n

This may be true for the whole transient unless the
coefficients of the equations vary with time. In this
case, of course, to get rid of ~ modes it's necessary
to start from a null pressure at each time step. Even
when coefficients are constant, because of round off
errors, components of P Il=tn, lying in the sUbspace
spanned by ~ modes, may be introduced; thus it is
advisable even in this case to start computations from
null pressure every fixed number of time steps.

APPLICATION OF THE FRACTIONAL STEP METHOD

Let us consider the following convective-diffusive
equation

CU + DU + S
(7)

where C and D are the convective and diffusive
operators, respectively, S is a source term eventually
depending from the solution U and from suitable
boundary conditions.
The fractional step method implies the solution of the
following two problems to compute the solution at
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t=tn+1 :

cu
(8)

for this step the only boundary conditions used are
those on the inflow surface. The second problem to be
solved is

D7J+S
(9)

Global boundary conditions are applied.
The solution U at t=tn+1 is approximated by U (tn+d .
The classical formulation of the method solves the
previous problems with discrete approximations based on
the use of the same time step ilt=tn+1-tn both for eq.
(8) and eq. (9). This choice has the drawback that ilt
must take the minimum value required for the accurate
solution both of advective and diffusive equations,
taking also into account stability requirements
connected to the schemes used for time approximations.
However this restriction seems not to be required by
the basic principle of the fractional step approach and
has been avoided in MADIAN code.
As described previously, eq. (8) is solved by the
explicit second order Taylor Galerkin scheme whose
stability cqrldition requires that the Courant number is
less than J3/3. This limitation is not necessary for
the solution of eq. (9) which is performed by an
implicit unconditionally stable method. In practical
problems the integration time step ilt is chosen on the
basis of accuracy considerations relevant to the
diffusive eq. (9), while U(tn+d is obtained by
integrating eq. (8) for tnSt~tn+l with m time steps of
length ilr=ilt/m.

NUMERICAL EXPERIMENTS

To test the effectiveness of the strategy used both to
get rid of C.B. modes and to overcome restrictions on
ilt for the integration of the Stokes problem, due to
the explicit integration of the convective term, some
examples are reported. More precisely, the first and
second case are relevant to the problem of dealing with
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spurious modes for pressure; the third case shows how
it is possible, while retaining the Courant condition
for convection, to produce accurate results with a
larger dt for the Stokes part.

Creeping flow - Stokes equation
The first case studied is that of a creeping flow (Re
« 1) and it's a pure Stokes problem: the domain and
the boundary conditions are those represented in fig.
1. The analytical solution is linear in velocity and
constant in pressure (u= x, v= -y, p= cost). The
solution has been computed on a regular mesh of 4x4x1
hexahedra (dX = dy = 0.25 m) starting from a null
velocity and constant pressure up to t= .05 s with dt=
10-2 s. The computed velocity field is exact while, as
resulting from fig. 2, the pressure suffers from
spurious C.B. modes when the computation starts from a
non zero pressure (values oscillate among .49 and .73).
These spurious modes are filtered when the initial
pressure is zero being the computed results identical
to the analytical ones, see again fig. 2.

creeping flow - Navier Stokes equation
This second case is still that of a creeping flow with
same boundary condition as before but now convection is
present. The analytical solution has the same flow
field (u= x, v= -y) but pressure is now quadratic (p=
1/2 Po (x2 + y2) + cost).
The computational grid is now of 20x20x1 hexahedra (dX
= dy = .05 m) and dt = 10-3 s. The pressure computed from
a null value is free from C.B. modes and, where there
are enough grid points, accurately represents the
analytical solution, see fig. 3.

Flow in a converging channel
This third example, known as the Hamel problem [11],
concerns the study of a flow in a converging channel
represented in fig. 4. The analytical solution consists
of a self-similar purely radial velocity field with a
boundary layer at the stationary walls and the pressure
has a radial behaviour proportional to 1/r2.
The asymptotic exact solution at high Reynolds numbers
is the following:

vRe A---
a r

pv
2
Re (2A- Re -1) + constant

ar2 2a

where
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and the Reynolds number is defined by

IX U rM r
v

where u~ is the velocity on the symmetry axis.
For symmetry reasons just half domain (0.25 ~ r ~ 4, 0
~ e ~ a) has been considered and the calculation mesh
was obtained by dividing the domain into 390 hexahedra
and 868 nodes (13 elements in the e direction, 30
elements in the r direction and only 1 in the z
direction). At the inlet and outlet boundary the exact
solution is imposed for velocity. The problem has been
solved starting from the analytical solution of the
stokes part both for velocity and pressure with a time
step At 104 s (in order to meet the stability
condition of the Taylor-Galerkin method) . The
calculation has been carried on up to t = 4 s solving
at each time step one convection and one Stokes
problem. The computational cost for each time step on
the Alliant FX80, with three processors in parallel, is
of 14.5 s and because of the large number of steps the
total CPU time is very high (~160 h). The results are
very accurate as can be verified from fig. 5, 6, 7, but
computational costs are prohibitive.
To overcome this problem experiments have been carried
on using different time increments for the convection
and the Stokes phase. This strategy has been pushed up
to a situation in which 1000 time steps for convection
were computed against 1 time step for the Stokes
problem, thus the resulting global At is 10-1 s.
At the final time, t = 4s, the results are still
accurate enough for velocity, see fig. 8, 9, and much
less for pressure, see fig. 10, but now the computing
time is 54b

, representing a saving of time of about 2/3
(~ 66%). To verify whether the solution thus obtained
lies in the same space as the exact one, a new
transient has been computed starting from this solution
and using now equal At for the convection and the
Stokes problem (At = 104 s). After 300 time steps the
results compared well with those obtained before. In
particular the computed pressure reached the waited
analytical behaviour.
Thus it can be said that the strategy experimented has
allowed to use an explicit scheme for convection with
a time step comparable to that of an implicit scheme
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with a subsequent saving of computational time.

CONCLUSIONS

The strategies described in the paper to overcome
difficulties connected both to the use of elements not
satisfying the L.B.B. condition and to the need of
affording the simulation of long transients have been
proven efficacious as shown in the test cases
presented. The new version of the MADIAN code with Pl­
isoP2 elements will represent a further step towards a
substantial decrease of the computational time for real
applications.

y

u=O

v =-y

o

u =: x

u = x

v =-1

v =0

u = 1

v =-y

x

Fig.1 Domain of computation and boundary conditions for
the first and second test case.
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Fig. 2 Pressure field for the first test case (upper
values: pressure with spurious C.B. modes; lower
values: pressure after filtering).
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Fig.3 Pressure field for
the second test
case.

Fig.4 Converging 2-D
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Hamel problem.
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Quantitative Analysis of Diffusion Area of
River Effluent with Satellite Remote
Sensing
S. Onishi, H. Kawai
Department of Civil Engineering, Science
University of Tokyo, Noda City, Chiba, Japan

ABSTRACT

Sa telilte remote sensing has been accepted generally In hydraulic

study as an useful technique of flow visualization. In this paper.

we present a method to numerically analyze the behavior of the river

effluent with satellite remote sensing data. The method to find the

effluent axis and estimate its diffusion area in the sea is present­

ed and the effluent issued from the Shingu river is analyzed with

Landsat TM-data as an example.

INTRODUCTION

In the present age. it seems that social and economic developments

conflict with the preservation of the natural environment. In Japan.

most human activities are centered on the riversides and coastlines.

The water environment of the river and the sea is strongly inter­

connected. and at the time of planning water utilization. hydraulic

engineers are required to pertinently preestimate the effects of the

river effluent on the sea water environment. In-field survey works

must be carried out to understand natural conditions of water quali­

ty and curren ts in the concerned water region. From an ideal istic

viewpoint. it is desirable to observe or measure instantaneously the

whole aspects of the effluent in the field. But the ideal goal must

be hindered by two serious obstacles. that is. the huge spatial

scale of the related hydraulic phenomena and the difficulty in dis-

tinguishing the effluent distribution in the sea. The current pat-

terns drawn wi th the values of current veloci ty. each of which is
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measured at different time. must be illusive. None of indices used

generally to represent the water quality such as BOD. COD. salinity.

temperature. turbidity. SS. conductivity and others can be used as a

medium for visualization of the current in the field. However. ap­

plications of satellite remote sensing may provide us help to over­

come these difficulties. since the satellite can take an extensive

view of the water area periodically and visualize indirectly the

current distribution through difference in reflection energy of

electromagnetic waves at the water surface.

Although hydraulic engineers have been rather conservative in

introducing the satellite remote sensing in their work. several

studies on visualization of oceanic currents and river effluent have

been reported in Japan. Por examples. Tanaka and Ogihara[l] investi­

gated the effluent issued from the Isikari river. and Onishi and

Baba [2], [3]. the effluents discharged into the Sea of Japan. and

Sawamoto and Murakoshi [4], those into the Pacific Ocean. But in

these studies. the satellite remote sensing has been mainly used as

a tool of techniques for flow visual ization. wi thout introducing the

expected applicability of the digital data. Considering the above.

in this paper we discuss methods to analyze quantitatively the river

effluent behavior. using the digital data transmitted from Landsat.

LANDSAT DATA

Orbit and sensors

The Landsats 1 through 5 were launched between 1972 and 1984 and now

the Landsa t 5 ci rc les the Earth every 98.9 minutes in a nearly polar

orbit. at the altitude of 705 kilometers. It can view the same area
every 16 days at the same local time. The Landsat 5 loads the Multi­

Spectral Scanner (MSS) and the Thematic Mapper (TM). The picture el­

ement area sampled by the MSS is about 80 meters square in the four

spectral bands. The TM is more sensitive than the MSS. producing

sharper and more revealing images with greater detail resolution.

I t measures in the seven bands. which are presented in Table 1. In
this paper. the data collected by the TM arc used.

Sp--a~eMtlJtHoll

The data of the bands 1 to 5 and 7 can image an

square. That of the band 6 resolve an area of 120

diffusion area of the effluent is issued from

area of 30 meters

meters square. The

the Shingu river.
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Table 1 Range of wave length of Landsat TM

Band Spectrum Wavelength Reso Iuti on Index
..

1 Visible Blue 0.45 - 0.52(ttm) 30 (m)

2 Visible Green 0.52- O. 60 30 Turbidity

3 Visible Red 0.63 - O. 69 30-_._-----_.__ ..._-- --_.._-_. _.-.--~-_..._-
4 Nearly Infrared O. 76-- O. 90 30 Chlorophyll--- -----_. --_.__._--------- "------ ---'-'-" -"-------
5 Infrared 1. 55- 1. 75 30 -
6 Thermal 10.40-12.50 120 Temperature

7 Infrared 2.08 - 2. 35 30 -

which will be studied as an example. is presumed as 10 to 500 square

kilometers. which corresponds to 11.000 to 560.000 pixels on the TM

image. Therefore. with the TM data we can analyze satisfactorily the

diffusion areas of this order and less than it.

Radiometric Resolution

The intensity of radiation gathered by the sensors on the satellite

is converted into the digital form known as eeTs (Computer Compati­

ble Tapes). which permit large volumes of data to be procersed

quickly by computers. The conversion to the digital data is based on

separating the radiation intensity into binary increments. The radi­

ometric resolution of the TM data is 256 gradations. which corre­

spond to 8 bits in the computer. In this paper. we call each grada­

tion as CCT count. For example. the eCT counl of darkest reflectance

is O. and that of the brightest is 255. The CCT count in the water

do not distribute entirely over all gradations and our previous

studY [5] indicates that the gadation ranges are broader in visible

bands than that in infrared bands.

Visible band

The eCT coun ts in the vis i bl e wavelength range. namely the TM-bands

1 to 3. relate to the water color. which may vary with salinity.

color and concentration of suspended solid particles as well as

chemical and biological matters in the water. Engman [6] reported

that the logari thms of the eCT count is proportional to the water

turbidi ty which is larger than approximately 60 (mg/I). But in the

sea where the transparency is very high degree. e. g. the tropical

sea wi th coral reeves. the CCT count may be connected wi th the color

at the sea bed or the depth of the sea.
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NearlY infrared band

The previous investigations indicate that chlorophyll contained in

algae and plankton. which is one of the important parameters in the

preestimation of the river effluent effects on the sea water envi­

ronment. relate well to the eeT count of this range. With respect to

these. Engman and Gurney[6] and Khorram[7] developed the regression

equations between the water qual~ty parameters and the mean radiance

va I ue of d i f feren t Landsa t MSS-bands. But. these cannot be appl ied

in the case that the reflection of electromagentic wave at the

water surface plus pass radiance in the atmosphere are superior to

the scattering intensity in the water.

Moderate infrared bands

Few studies have been reported.

bands on tho analysis of hydraulic

relating to application of those

phenomena and water qual i ty.

T II E S II NGU HIVEH

The Shingu river runs through the Kii peninsula and flows into the

Pacific Ocean (Figure 1). Its basin area is approximately 2360 (km 2 )

and yearly mean flow of 156 (m 3/s) has been recorded at the Ouga

station approximately 10(km) upstream of the river mouth. In the up­

stream region. several dam reservoirs have been operating in the

purpose of flood control and power generation. Ileccntly dcteriora­

tion of water quality in the reservoirs. growing with the develop­

ment of human activities have aroused important social interest. and

it has been anxious about that the water qual i ty deterioration of

the up-stream reservoirs may influence in the water environment at

the downstream river region as well as sea.

RIVER EFFLUENT PATTERNS

Plates l(aL (b) show the images of the Landsat TM-band 2 and band 6

observed on April 19.1988. On that day. a discharge of 397 (m 3/s)

was recorded at the Ouga station. The eeT count of the visible range

is proport ional to the water turbidi ty. The Plate 1(a) suggests that

the effluent axis estimated through the turbidity measurements must

show deflecting to the right hand side of the river mouth. However

Plate l(b), the thermal image of the effluent, shows that the axis

seems to extend almost on the straight, or even to deflect to the

left side of the river mouth. Such diversity in the axis direction
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suggest that ei ther of the two observed axes is affected by factors

other than the river effluent itself. To uncover it. let us view

around the river mouth more closely. Plates Z(a), (b) show thermal

infrared images surveyed from airplanes on October 5, 1919 and No­

vember 6,1919. One can see that the river effluents flow out through

the narrow opening between the sandbar and a solid river bank into

the the Paci fic Ocean. These suggest that the distribution of river

effluent estimated through the turbidity shown in Plate I(a) is af­

fected by the sandbar, that is, the sand particles washed out from

the sandbar are entrained into the right side of the effluent. which

can result in the appearance of axis deflecting to the right hand

side of the river mouth.

Nex t. Pia tes 3(a). (b) show the images of the Landsat TM-band 2

and band 6 observed on September 26,1988. when a typhoon had passed

through this district a day before and the maximum rate of discharge

of I. 234 (m 3 js) was recorded at the Ouga station. In this case. both

the flow patterns estimated through the band 2 (water turbidity) and

the band 6 (water temperature) are similar. differing from those

shown in Plates Z(a). (b). Under the flood condition. the water in

the river channel upstream of its mouth contain so enormous volume

of solid particles that the influence of the sandbar at the down­

stream end shall become negligible.

ESTIMATION OF EFFLUENT AXIS

Introduction

In the above. we discussed the behavior of the river effluent in

qualitative manner. But viewed from scientific angle. the quantita­

tive approach is indispensable. Ideally speaking. it is desirable to

investigate the entire sea area occupied by the effluent. However in

general its works are considered to be too enormous. In fact. the

diffusive feature of the effluent can be effectively estimated by

distributions of water salinity and temperature along the jet axis.

The distribution of water salinity and temperature along the axis

Is indirectly estimated through the eeT counts. The Landsat data

saved in floppy disk for the personal computer which is employed in

the present study consists of 512 pixels x ~oo lines elements. Tak­

ing account of the accuracy practically required for the estimation

of the effluent axis. we may thin out the data at certain interval

instead of using the total data elements and transform in the mesh
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Fig.l The Shlgu river

o .!',----------:;"'-

( I' 0, I. 0)

Fig.2 1'-1. coordinate systell

(a) TM-band 2 (b) TM-band 6

Plate 1 Landsat image observed on Apr. 19. 1988

(a) TM-band 2

Plate 3 Landsat iuge observed on
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data which is composed of 200 to 1.000 data clements. We will use

the P - L coordinates system as shown in Figure 2.

C-.CLs...o.u ILLdll$.t .rJ.U.uJ..i...olLQLc LQS.S':"Scc.L.i.OII
According to the jet theory. it can be assullled that the distribution

of the eeT counts along a line normal to the·crfluent axis may be

represented by a normal curve. provided that no close current exist.

But practically the diffusion area of the river effluent shall be

usually deformed from the normal distribution owing to physical fac­

tors such as existence of coastal current. neighboring rivers.

Coriolis force and so on. Figure 3(a). (b) show the distribution of

the CCT counts along the lines normal to the effluent axes estimated

with the band 2 of Apr i I 19.1988 and September 29.1998. In the for-

mer. tho distribution curve has a peak. against it. that in the

latter is not so. When the curve has a peak. we can estimate easily

the effluent axis by tracing those peak points in several sections

normal to the L -axis. But in the case that the distribution curve

has not a peak. it is difficult to identify the effluent axis.

Weight least squares method

Hence the weighted least square method is more useful. Let us assume

that the effluent axis is a curve of third degree represented by the

following equation.

L.k = alP.k+a21'.k 2+a31'.k 3 (1)

where P. k and L. k are def i ned as follows.

P • k = P k - Po, L • k = L k- L 0 (2)

where (I' o. L 0) is the coordinate of the river mouth. The deviation

of any element mesh from the curve of the Equation (1), {j k and the

sum of deviation square multiplied by proper weight function. S are

presented respectively. as follows.

o. ~ , ; ;..•....•).;;"'J"\; ...•.••;..... I

I,' '\
O. 2 , •.. !.... ,.;;I ••.. ;••....•!t--\-\. j .....1

~i .\
o "Jr' i .

32o
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.r~

....... r.....
, .\

"o
-3 -2 -1

o. ~

0.6

0.2

2 3-3 -2 -I 0

(a) with a peak (b) flat top

Figure 3 CCT distribution in sections normal to the effluent axis
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Ok = L.k-(aIP.k+aZP.kz+a3P.k3) (3)

S LWkOk z (4)

where. Wk is the weight function. Then under the condition that S

becomes minimum, we yield the normal equations as following.

L [::~::L.k] = L [::~::: ::~'::: ::.~:::j [::] (5)

k WkP.k 2 L.k k WkP. k4 WkP.k 5 WkP.k" a3

These equations were led for the effluent toward the P-axis. namely

for the effluent flows eastward or westward. For that toward the L­

axis, we must replace P and L each other in the above equations.

To eliminate the influences exerted by neighboring sources other

than the river ef f I uen t to be studied. we introduce the weight fun­

ctions Wk In I~quation (4). which depends upon the CCT count. Uk at
the k -th mesh element. Considering that the CCT count in the visi­

ble band ranges. is usually smaller at the water area than that on

the land. and is approximately proportional to the water turbidi­

ty. we define the weight function Wk as follows.

W k = )1' () ( U k < U [I" d• U MI, h < Uk)

( U k - U I'" d) IJ ( U '10"\:< U k :< U M I ,,) (6)

where. U ~H" = the maximum value of the visible cn count in the

water area near the river mouth. UEl"d = that at the boundary of

the diffusion area. and f3 = constant (usually equal to 1). The CCT

count in the infrared range at the offing is generally larger than

that at the river mouth. Therefore. for the infrared image we define

the weight function as follows.

Wk = /, () (Uk<U~Hh. UElnd<Uk)

,(UBnd-Uk)8 (UM\h~Uk~UElnd) (7)

But in the case that the effluent temperature at the river mouth is

higher than that in its surrounding sea water. the equation (6) for

the visible range shall be used.

EXAMPLE OF ANALYSIS

Analysis of effluent axis

With the proposed method. we calculated the horizontal CCT count

dis t r i bu t ions of the TM-band 2 and 6 of Apr i I 19.1988, June 06.1988.

September 25.1988. May 08.1989 and August 28.1989. The results are

shown in Figures 4 to 8. On the figures. the estimated effluent axes

are shown as well. The discharges at the river mouth on each date

are presented in the figures. From these figures we can see that

when the effluent discharge is large. both the axes estimated with
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Fig.4 CCT

----J:"V-

C I15,,,
..- .•. _- .~-_ .._--------

(b) TM-band 6

axis of Apr. 19. 1988(Q=397m J /s)

(a) TM-band 2 (b) TM-band 6

Fig.5 CCT distribution and. effluent axis of Jun 06. 1988(Q=267m J /s)

(a) TM-band 2

Fig.7 CCT distribution and effluent axis of May

(a) TM-band 2 (b) TM-band 6

Fig.6 CCT distribution and effluent axis of Sep. 26. 1988(Q=1234m J /s)
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(a) band 2 (b) band 6

Fig.8 CCT distribution and effluent axis of i\ug. 28. 1989(Q=1970m3/s)

the TM-band 2 (turbidi ty) and band 6 (temperature) show coincidence

well. But in the case that the discharge is small. they are unlike

each other. Furthermore when the discharge is extremely small. the

effluented water moves keeping touch with the coast line and then it
becomes hard to regress its axis (Figure 7). Indeed. under such con­

di tions. the effects of sand drift and other materials supplied to

the sea area from sources other than the river will become dominant

in the distribution of CCT counts especially in the visible range.

Estimation of diffusion distance
Next. we calculate the CCT counts along the effluent axis. To remove

influence which may be brought by the sun elevation and atmospheric

condition into CCT count. we use the relative CCT count. UREL de­
fined by the following formula. instead of using the absolute value.

UREL = (Uk-UOfr)/(UMlh-UOff) (8)

where. U M~.h and U Off are the CCT counts at the river mouth and a

point sufficiently far from the river mouth respectively. then Uk

is the CCT count at any point on the effluent axis. UnEL is a di­

mensionless quantity. which is equal to 1 at the river mouth and 0

at the offing. Figures 9 (a). (b) show calculated examples of the

relative CCT count distribution along the effluent axis. In the

Figure 9 (a). the U IlEL curve has a peak between 8 (km) and 10 (km)

distance offing from the mouth. which might be resulted from tide

and unsteady features of river flow. In the figure 9(b) the relative

CCT count of band 2 keeps approximately constant by the point 5(km)

offshore. and then begins to converge to 0 at far offshore. But the

relative CCT count of band 6 (water temperature) decreases expo­

nentially toward offshore in the all cases investigated. An other

noteworthy thing is that the curves of band 6 converge to 0 more

rapidly than those of band 2 (water turbidity).
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(9a)

(9b)

by Tanaka. Sawamoto.

area estimated through

that through the tur­

surface.

Es.Umationof diffusion .. area

Influenced area of the errlucnt can bc estimated by counting the

total number of tho plxols occupied by its dl'luenl, and it may bo

considered that the lower value of the relative CCT count is assumed

as the limit confining the effluent. the better accuracy of estimat­

ing the influenced area. But if the limit is too low. distinguishing

the diffusion area of effluent from its surrounding sea area is dif­

ficult. Therefore. in the present study we consider that the influ­

enced area of effluent is confined with a boundary line. beyond

which the relative CCT count becomes equal to or less than 0.1. The

influenced area for each case calculated with the TM data is pres­

ented together wi th the di scharge. Figure 10 indicates relation be­

tween the discharge. 0 (m 3 /s) and the influenced area, S (km 2 ). which
can be represented by the following formulas.

for the band 2: S = 0.0296 QI.18

for the band 6: S = 0.0483 Q I. 03

These are in agreement with results reported

and et. al. These resul ts suggest that the

the water temperature shall be smaller than

bidi ty. because of heat exchange at the water
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COCLUDING REMARKS

The satellite remote sensing have been mainly used as a tool of te­

chnique for flow visualization. But the data obtained through the

satellite is transmitted to users in the numerical forms and these

have essentially quantitative nature. In the above. we discussed the

river effluent axes in quantitative manner. and proposed the least

square method weighted wi th the CCT count to detect the effluent

axis in the sea. Applying this method to the effluent from the

Sh ingu river. we di scussed that both the axes cst imated through

water turbidi ty and temperature show coincidence. !lut when the dis­

charge is small. they arc unl i ke each other.

Secondly. wi th the Landsat data we discussed the diffusion area

of the effluent. We consider that the influenced area of the ef­

fluent is confined with a boundary line. beyond which the relative

CCT counts become equal to or less than 0.1. and show that the dif­

ferent influenced area will be obtained by depending upon the traced

medium. in effect the water turbidity or temperature.

REFERENCES

1. Tanaka. S. and Ogihara. K Study on Dispersion of Water Effluented

from River by Landsat MSS Data using Personal Computer. JllS. Vol. 5.

No. 1. pp. 69-75. 1985.
2. Onishi. S. and Baba. K. : Study of Hydraulic Behaviors of River

Effluent at Coriolis Force Dominating Field by Remote Sensing.

Jour. of Hydroscience and lIydraul ic Eng.. Vol. 5. No. 1. pp. 39-48.1987.

3.0nishi.S. : Hydraulic Engineering and Remole Sensing.Proc.of JSCE.

No. 393/ II -9. pp. 9-19. 1988.

4. Sawamoto. M. and Murakoshi, J. : Study on River Effluents in Suruga

Bay and from the Tenryu River. Proc. of Coastal Eng.. Vol. 32. pp. 767­

771. 1985.

5. Onishi. S. and Kawai. II. : Estimation of Effluent Diffusion through

Satellite Remote Sensing with Personal Computer.Proc. of lIydraulic

Eng.. Vol. 35. pp.173-178.1991.

6. Engman, E. T. and Gurney. II. J. : Water Qual i ty. Remote Sensing in lIy­

drology (published by CIIAPMAN AND HALL), pp.175-192. (985).

7. Khorram. S. : Development of water Quality Models applicable throu­

ghout the Entire Sanfransisco Bay and Delta.Photogra.Eng.and Remo­

te Sensing, pp. 53-62. 1985.



Modelling of Tidal Flow and Transport
Processes: A Case Study in the Tejo
Estuary
L. Portela, L. Cancino, R. Neves
Department of Mechanical Engineering, Instituto
Superior Tecnico, P-l096 Lisboa Codex, Portugal

ABSTRACT

A two-dimensional horizontal hydrodynamic model. a Lagrangian
transport model and an Eulerian transport model. based on the
finite-difference method. are presented. Application of these models
to the simulation of tidal flow and transport processes in the Tejo
estuary (Portugal) is described. The results of tidal flow simulation
show encouraging agreement with the available field data. The
results of transport processes simulation indicate variability due to
the complex: morphology of the Tejo estuary. The tidal prism passing
through the inlet channel provides a generally efficient mixing of
estuarine waters. but the dispersion of pollutants in the inner
channels near industrial sites seems much less efficient. This should
have significant implications for environmental management.

INTRODUCTION

The Tejo estuary. in Portugal. is surrounded by some densely
populated and industrialized areas. The effects of human activities on
the estuarine system. notably the impact of domestic and industrial
wastes on water quality. are a source of concern for the authorities
and the general public. The achievement of rational management of
the Tejo estuary requires the understanding of basic physical.
chemical and biological processes and the development of predictive
methods for environmental management. Numerical models should
play an increasingly important role.

This paper presents the first results of the numerical
simulation of tidal circulation and pollutant transport in the Tejo
estuary. performed at OEM-1ST. Emphasis is placed on the
elucidation of transport processes. using both Lagrangian and
Eulerian methods.
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DESCRIPTION OF TIlE MODELS

Hydrodynamic model

General features MOHID is a two-dimensional (2D). depth
integrated. hydrodynamic model. The governing equations are the
Shallow Water Equations for a vertically homogeneous fluid with
constant density. The Shallow Water Equations are solved by finite
differences. using an Alternating Direction Implicit (ADI) method.
The 2D model can be connected to one-dimensional models (ID)
and this option is often convenient (e.g. to prescribe river side
boundary conditions beyond the limit of tidal propagation). MOHID
also includes modules for residual flow computation and for
Lagrangian particle tracking [1).

Governin~ eQuations The governing equations of the 2D. depth
integrated. model are the Shallow Water Equations for mass and
momentum conservation:

(1)

(2b)

where t = time. Xl. X2 = cartesian co-ordinates in the horizontal
plane. z = water surface elevation above mean water level. H = total
depth of flow from water surface to the bottom. UI. U2 = depth
averaged velocity components in the x- and y-directions. f = CorioUs
parameter. 9 = acceleration due to gravity. E =depth averaged eddy
viscosity. and n = Manning's roughness coefficient.

The corresponding equations of the ID model. obtained by
integration over the cross-section. are the de Saint Venant
Equations:

(3)

where Q = flow rate. and A =cross-sectional area.
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Numerical methods The partial differential equations are solved by
the finite-difference method on a staggered grid. The 20 model uses
a semi-implicit ADI method. which is essentially second-order
accurate both in space and time. The proposed scheme leads to 6
finite-difference equations at each time-step. ADI schemes solving 6
algebraic equations have a superior ability to deal with moving
boundaries, an important feature in estuaries with large intertidal
areas. At each half time-step, the inversion of a tridiagonal matrix is
performed using the Thomas algorithm [2].

La!U"an21an transport model

General features A MOHID module allows the computation of
Lagrangian advective transport, using particles and the velocity field
computed by the Eulerian hydrodynamic model. Two possibilities are
available: pathlines to visualize the movement of a single particle
through the flow (1.e. a given particle at a number of instants);
streaklines to visualize the position of particles continuously released
from a prescribed source (1.e. a number of particles at a given
instant).

The proposed scheme is very simple. Advection is based on a
Lagrangian approach. A linear interpolation in space is performed to
determine the velocity of each particle within a grid cell. No
interpolation is performed in time, the computation being fully
explicit. Dispersion is simulated by a random walk method.

Eulerian transport model

General features MOTAD is a 2D, depth integrated, Eulerian
transport model, based on the velocity and elevation fields computed
by the hydrodynamic model. Transport is described by the depth
integrated advection-diffusion equation. This equation is solved by
finite differences, using the QUICK scheme for the advection terms
and central differencing for the dispersion terms. The mass balance
equation is applicable to passive (1.e. the same depth averaged
density of the water column) and conservative (1.e. it does not
include a source-sink term) scalars.

Goyernin2 eQuation The governing equation of the 20, depth
integrated, model is the advection-diffusion equation. using the
Eulerian formulation:

where C = depth averaged concentration of conservative scalar, and
Db D2= dispersion coefficients in the x- and y- directions (the
crossed terms of the dispersion tensor are neglected).

The dispersion coefficients comprise the effects of turbulent
diffusion, dispersion due to shear effect and additional dispersion
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due to sub-grid scale processes. To estimate the dispersion
coefficients. several empirical formulas have been proposed.
generally involving grid spacing. time step and average velocities.

Numerical methods The advection-diffusion equation is solved by
finite differences. using for advection the explicit QUICK scheme.
which is third-order accurate in space. and for diffusion explicit
central differencing. which is second-order accurate.

The difficulties associated with the differencing of the non­
linear advection terms are known. Central differences do not respect
the transportive property. which stipulates that the effect of a
perturbation is advected only in the direction of the velocity [3]. and
produce unphysical oscillations. Upwind differences possess the
transportive property but introduce large numerical diffusion. The
higher-order QUICK scheme, described by Leonard [41. is a
compromise between central and upwind differencing. the leading
truncation error being only a fourth-order dissipation. The quadratic
upstream interpolation avoids most of the wiggles and the damping
problems. although QUICK lacks the boundedness of upwind.

TIDAL PROCESSES SIMULATION

Study area
The Tejo estuary (Fig. I) has a surface area of 320 kIn2 • of which
about 40% is intertidal area. It extends for about 80 kIn. from Muge
(tidal limit) to S. JuWio da Barra (mouth). The tidal range limits are 1
and 4 m. The average freshwater input is 300 m3 /s. with wide
seasonal and annual variations. The salinity distribution is well-mixed
during spring tides, partially-mixed during neap tides. Estuarine
waters are polluted by important domestic and industrial
wastewaters, namely from the Greater Lisbon.

Application of the models

Hydrodynamic model The application of the 2D hydrodynamic
model to the Tejo estuary uses a 200 m grid spacing and a 60 s time
step. This 2D model is coupled to two ID models for the tidal
stretches of rivers Tejo and Sorraia. The Tejo ID model extends to
Muge. for about 30 kIn. and the Sorraia ID model extends to Porto
Alto. for about 5 kIn, using a variable space step (100 to 600 m). The
Manning coefficient was set constant for the whole 2D and ID model
area: n=0.02 s/m l / 3 • The eddy viscosity coefficient was also set
constant for the 2D model: e=5 m2 /s.

On the ocean side. open boundary conditions were specified by
the surface elevation corresponding to the M2 tidal constituent. Due
to unavailable field data and for greater expediency. it was decided to
simulate the mean tidal flow using the average amplitude of the M2
component at Cascais (0.97 m) and a constant phase along the sea
boundary. On the river side, constant inflows of 250 and 30 m3 /s
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were imposed for the ID models of rivers TeJo and Sorraia.
respectively.

LallraDllian transport model Particle tracking was used to simulate
contaminant transport. Transport was described by advection only.
dispersion being neglected. The interpolation of the depth averaged
velocities calculated by the hydrodynamic model for an average tide
provided the velocities for each particle.

Particles were released at six locations: two small tributaries in
the northern part of the estuary. rivers Jamor (symbol: diamond) and
Trancao (symbol: square). which are important sources of domestic
pollution: three major industrial sites, the shipyard near Almada
(symbol: triangle oriented to the right). the chemical plant near
Barreiro (symbol: triangle oriented to the top). both in the southern
part of the estuary. and the chloralkali plant near P6voa (symbol:
triangle oriented to the left). in its northern part. which are
important sources of toxic substances: and in the center of the
estuary (symbol: circle). to simulate the accidental release of
dangerous substances from a ship.

Eulerian transport model The Eulerian transport model uses the
same grid and the half-time step of the hydrodynamic model. 30 s.
The horizontal diffusion coefficients adopted, taking into account the
shear dispersion effects, were set constant in space and time:
D}=D2=5.0 m 2 js. To focus on short-term predictions. the transport
of a instantaneous discharge with a Gaussian distribution located in
the center of the estuary was simulated.

Results and discussion

Tidal flow simulation Results of the average M2 tidal flow are
presented (Fig. 1. 2, 3 and 4). The flow pattern is in good qualitative
agreement with the available measurements.

The first results of the hydrodynamic model have been validated
comparing the tidal amplitudes and phases computed by the model
with the amplitudes and phases resulting from observations in eight
measuring stations. A full description of the validation results is
beyond the scope of this paper. However, it is worth mentioning that
the simulation of tidal flow in the TeJo estuary has achieved good
accuracy in what amplitudes are concerned, but also that moderate
phase discrepancies were observed. The overall results are
considered encouraging.

Residual currents simulation Residual currents were obtained
calculating the average velocity field and the average flow field
through a tidal cycle from an Eulerian point of view. Results of the
residual velocity field for different river flow rates are presented
(Figs. 5 and 6). The hatched area indicates that the results are
unreliable near the ocean open boundary. due to the imposition of a
constant amplitude and phase of the M2 tidal constituent.
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The residual velocity field for average river flow rates (Fig. 5)
reveals two large eddies. both clockwise. near Almada and in the
central part of the estuary. Outside the estuary. the results suggest
that the residual flow is strong. due to the large tidal prism and the
narrow outflow channel. Increasing the river flow rates tenfold (Fig.
6). a situation that is not unusual during winter. the main flow of
freshwater through the estuary becomes apparent. River water flows
seaward mainly through the central Cala das Barcas. but is deflected
to the left margin. arriving to the channel. near Almada. mainly
through the south.

La~rangian transport simulation Contaminant transport simulation.
using Lagrangian methods. clarifies some of the effects of the
residual currents described above. Results of streaklines are
presented (Figs. 7. 8. 9 and 10).

It seems that some general considerations may be put forward:
first. the narrow deep outflow channel has a significant effect in the
dispersion of the particles: second. the residual eddies outside the
estuary promote the removal of particles from the estuary; third. the
residual eddies inside the estuary may promote. or prevent. the
dispersion of the particles; fourth. and lastly. the dispersion of
particles in the inner channels is much less effective.

Eulerian transport simulation A Gaussian concentration distribution
(Fig. 11) illustrates the simulation of transport. including horizontal
diffusion. using Eulerian methods. Concentration isolines refer to
10% and 1% of the initial peak value. After 12 hours. the maximum
concentration is reduced to 17% of the initial peak value (Fig. 12).

CONCLUSIONS

Hydrodynamic and transport modelling of the Tejo estuary has
demonstrated that the accuracy and stability of the selected
numerical tools is quite satisfactory. The use of simple models. using
both Lagrangian and Eulerian methods. has provided a good initial
insight into the short-term transport processes.

The simulation of tidal processes reveals heterogeneities due to the
complex morphology of the Tejo estuary. The tidal prism provides a
generally efficient mixing of estuarine waters. but the dispersion of
pollutants in the inner channels near industrial sites (e.g. the
northern Cala do Norte) seems quite different. Water quality
management should focus on these areas.
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Fig. 1. Computed velocity field for the M2 tidal constituent. I h 07 m
after high water at Cascais.
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Fig. 2. Computed velocity field for the M2 tidal constituent. 4 h 07 m
after high water at Cascais.
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Fig. 3. Computed velocity field for the M2 tidal constituent. 7 h 07 m
after high water at Cascais.
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Fig. 4. Computed velocity field for the M2 tidal constituent. 10 h 07
m after high water at Cascais.
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Fig. 5. Computed residual velocity field for the M2 tidal constituent
and a total river fiowof 280 m3 / s.
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Fig. 6. Computed residual velocity field for the M2 tidal constituent
and a total river fiow of 2800 m3/s.
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Fig. 7. Computed streaklines after 3 hours of emission. 1 h 07 m
after high water at Cascais.
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Fig. 8. Computed streaklines after 6 hours of emission. 4 h 07 m
after high water at Cascais.
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Fig. 9. Computed streaklines after 9 hours of emission. 7 h 07 m
after high water at Cascais.
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Fig. 10. Computed streaklines after 12 hours of emission. 10 h 07 m
after high water at Cascais.
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Fig. 11. Gaussian plume distribution at the instant of discharge. 10 h
32 m after high water at Cascais.
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Fig. 12. Gaussian plume distribution 12 hours after emission. 10 h 07
m after high water at Cascais. for Dl=D2=5 m 2 /s.



Effluent Transport on the Solent by the
Boundary Element Dual Reciprocity
Method
P.W. Partridge, C.A. Brebbia
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Ashurst, Southampton, 504 2AA, U.K.

Abstract

The Dual Reciprocity Method is a well established technique for taking domain
integrals to the boundary in Boundary Element analysis. It has been successfully
applied to Diffusion Convecti<:>n analysis on rectangular channels in a series of recent
papers. Here the method is applied to effluent dispersion in the eastern part of the
Solent, between Southampton and Portsmouth.

1 Introduction

Since its origins in 1978, the Boundary Element Method (BEM) has become a powerful
tool for engineering analysis. Many problems, particularly linear ones, can be solved more
efficiently and accurately using boundary elements than with other numerical techniques.
The application of BEM to more general non-linear and time dependent problems,

including the Diffusion Convection equation, was hampered for a while by the need to
define internal cells in order to compute domain integrals, which, whilst not introducing
any new unknowns, made the method cumbersome to use.
The most powerful and versatile technique which has appeared to date for handling

domain integrals without the need to define internal cells is the Dual Reciprocity Method
(DRM), which was introduced by Nardini and Brebbia in 1982, [1] and has been recently
generalized to a wide range of engineering problems, [2]. The method is straightforward
to apply and uses simple fundamental solutions to operate on part of the equation, any
remaining terms are taken to the boundary by a special transformation.
The Diffusion Convection or Transport Equation (1) has a wide range of applications

in engineering ranging from heat transfer to pollution problems. The equation can be
written as

02 U otu au au au
Dx "'x 2 + D - - vx - - v - - ku + q, - "'t =0 (1)

u y oy2 ax y oy u

Where u is concentration of a substance, temperature etc, D x and D y are dispersion
coefficients, V x and v y are velocities, k is a decay parameter and ¢ is a source term. The
velocities are functions of space and time, the other parameters are usually considered to
be constant, though they may also be functions of space. The velocities may be obtained
using a circulation model, the remaining parameters should be measured in the field.
The transport equation can be studied in BEM analysis using different fundamental

solutions. Here a straightforward approach to solving equation (1) using the fundamental
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solution to the Laplace Equation will be used, the domain integrals generated being taken
to the boundary with the Dual Reciprocity method_ This technique has been successfully
applied to the solution of the diffusion convection equation on rectangular channels in
references [2,3,4]_
This approach, in addition to employing the simplest possible fundamental solution,

allows any of the coefficients to have variable values without introducing special tech­
niques. The equations are solved in time using a familiar time marching scheme.
The Solent is an important and very busy waterway flowing between the Isle of

Wight and the English mainland_ Here the eastern arm of the Solent will be studied,
at its northern end lies the City of Southampton, and at the southern end the City of
Portsmouth_
The region between these two cities is a development area, and as a consequence the

paper studies the effect of a hypothetical new sewage outfall west of Portsmouth. This
outfall and its impact on water quality has been the subject of a study using the finite
element method, [5].
Here a similar study will be attempted using the Boundary Element method.

2 Fundamentals of the Dual Reciprocity Method

The DRM technique is described in [2] for a series of general problems, here only its
application to equation (1) will be given in detail.
DRM may be used to take to the boundary any terms not dealt with by the fun­

damental solution, and can be employed in conjunction with any of the fundamental
solutions available in BEM analysis. In the case of the fundamental solution to the
Laplace equation all terms in (1) except those in the Laplacian need to be transferred to
the right hand side to form an equation of the type

(2)

In order to take the integrals corresponding to the right hand side b to the boundary,
the following approximation is proposed:-

N+L

b; = L etj/ij­
j=l

(3)
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where bi is the value of the function b at node i. The lij are approximating functions
and the Otj unknown coefficients. The approximation is done at (N + L) nodes, (N
boundary nodes and L internal nodes, see figure 1). These nodes are called the DRM
collocation points. The use of internal nodes is optional in most cases, however they
have been shown to improve the accuracy of the solution, [2]. Internal nodes are usually
defined at places where the solution is required on the domain, but notice that their
definition is essential in cases where homogeneous boundary conditions are used as in
this case the problem cannot accurately be described with only boundary nodes.
The functions I are defined by

(4)

where U is a particular solution. The type of functions I and u used in DRM will be
considered shortly.
Combining (2), (3) and (4) one obtains

N+L

\72 U = L (\72Uj )Otj.
j=l

(5)

Applying the boundary element technique in its usual form, equation (5) is multiplied
by the fundamental solution and integrated over n, i. e.

N+L1(\72u)u'dn = f; Otj 1(\72 Uj )u·dO.

Integrating by parts produces

(6)

In equation (7) q = ~~, q' = ~':: and ij = ~~.
After discretization this equation becomes

(8)

where H ik and Gik are the usual resultants of integration over the boundary elements,
[2,6,7]. In (8), i are the source nodes, k the elements and j the DRM collocation points.
Note that ij is not defined for i > N while U is defined for all points i. Equation (8) is
written for each of the (N + L) nodes i. The resulting matrix equation has N values of
u and N values of q on the boundary and L values of u at interior nodes and can be
written as follows;

Hu - Gq =(HU - GQ)a =d (9)

The terms in Ci are incorporated onto the diagonal of H. The vector a in (9) can be
calculated specializing equation (3) at all (N + L) nodes, i.e.

b= Fa

(10)

thus (9) becomes
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Hu - Gq = (HU - GQ)F-lb = d

The matrices U, Qand F- l are all known once f is defined.
The approximating function f is usually taken as [1,2]

f=l+r
which from (4), results in,

(11)

(12)

r 2 r 3
it ="4 +"9 (13)

where r is the distance function which appears in the BEM fundamental solution.
In the isotropic case, D x = D y , the vector b is set up using the nodal values of the

terms transferred to the right hand side, i. e.

b = D
1

{vx {){)u + vy {){)U + ku _ 4> + {){)u}
'" x Y t nodes

In the orthotropic case the first two terms in (1) are written as

{)2 U {)2 u {)2u {)2 u {)2 U
Dx {)x 2 + Dy a:y2 =Dx {)x 2 + Dx {)y2 + (Dy - D",) {)y2

Equation (14) becomes

b 1 {{)u {)u k '" {)u} {(Dy-D",){)2u}-- v -+v -+ U-'I'+- -
- D", x {)x y {)y {)t nodes D", {)y2 nodes

(14)

(15)

(16)

Thus in the orthotropic case there is an additional term in the vector b for which
nodal values must be obtained. This approach avoids the use of a different anisotropic
fundamental solution: The additional term in (16) will simply be zero in the isotropic
case.
The DRM expansion of each of the terms in equation (16) is considered below

2.1 The Decay term

This term is

k
bl =-u

D",

in the case of k constant the term is simply

(17)

k
b l = -u (18)Dx

where u is a vector of nodal values of u. In the case of k varying with space then a
diagonal matrix K needs to be defined, the non-zero terms of which are the nodal values
of k/ Dx and equation (18) becomes

b l =Ku
If k varies in time, this matrix will be updated at each timestep.

(19)
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2.2 Convective terms

Convective terms can be easily accommodated in DRM. Consider the term in v'"

b2 = ~ au (20)
D",ax

A mechanism must be established to relate the nodal values of u to the nodal values
of its derivative, aujax. At this point it should be remembered that the basic approxi­
mation of the DRM technique is

b= Fa

A similar equation may be written for u

u = Ff3

where f3 =I' a. Differentiating equation (22) produces

(21)

(22)

(25)

au = aF f3 (23)
ox ox

Rewriting equation (22) as f3 = F-lu, then (23) becomes

au = ofF-lu (24)
ox ox

Thus in the case of V x constant one can write the convective term in v'" as

b _ v'" oFF-l
2--- U

Dx ox
If Vx varies in space one defin~s a diagonal matrix V", the non-zero terms of which are

the nodal values of v",jD",. Once more, if these values are time dependent this matrix
must be updated at each timestep. Equation (25) becomes

of -1
b 2 = V x ax F u (26)

The terms in the of jox matrix are obtained by differentiating the f expansion,
equation (12).
A similar expression can be written for the term in vy in (16).

2.3 Time Derivative

The time derivative term is given by

b - ~ au (28)
4 - D", at

Using a simple finite-difference representation for the time derivative one obtains

au 1at = L\t (Ul - uo) (29)

where Ul are the nodal values of U at time t =L\t and Uo are the values at time t =O.
Thus

(30)
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2.4 Source term

Nodal values of the source term are included directly,

1
b s = --lfJDx

</> may be a constant or a known function of space.

2.5 Additional term for orthotropic case

Differentiating equation (23) one obtains

&2 U &2F
&x2 = &x2 {3

Rewriting equation (22) as {3 = F-1u, then (32) becomes

&2u &2F _
1

&x2 = &x2 F u

Similarly

&2U &2F_I
&y2 = &y2 F u

Thus the additional term in the orthotropic case is

(31)

(32)

(33)

(34)

b _ (Dy - Dx ) &2F F- I (35)
6 - D

x
&y2 u

It should however be noted that in the case of expressions (33) and (34) the approx­
imating function (12), f = 1+ r cannot be used, as its second derivative is singular. For
this reason, for the additional orthotropic term, the approximating function f =1+ r3
is employed instead of (12).
Collecting together expressions b i to b 6 one obtains

b ={v &F F- I V &FF-I K _ (Dy - D x ) &2F F- 1 }
x &x +. y &y + D

x
&y2 U

Defining

equation (11) becomes

S = (HU - GQ)F-I

(36)

(37)

1 1+ --S (UI - uo) - -SlfJ
Dxllt Dx

If one now defines

(38)
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Then the following expression is obtained

1 1
Hu - Gq = Tu + D,,!i.t S (Ul - uo) - D" S4J (40)

A linear variation of u and q within each timestep may now be defined, i.e.

(41 )

where (}u and (}q take values between 0 and 1. It has been found that (}u = 0.5 and
(}q = 1 produce good accuracy, and for this case (40) becomes

( H - T - _2_S) Ul - 2Gql = (T - H - _2_S) Uo - ..:!:..-.-S4J (42)
D,,!i.t D,,!i.t D"

Equation (42) is reordered according to which values of u and q are known at time

Ax = Pl + P2 (43)

If 111 is unknown,the column of H - T - 2/(D,,!i.t)S is retained on the left hand
side, in the same column of matrix A, otherwise it is multiplied by the known value and
transferring to the right hand side, where it is added to the vector Pl. If ql is unknown
the column of -2G is retained in A. In addition to terms transferred from the Ihs, Pl
also contains -2/D"S4J. P2 contains the remaining terms from (42), i.e.

2
P2 = (T - H - (D,,!i.t) S)uo (44)

In equation (43) the vector x contains N unknown boundary values oful and ql, and
the L unknown values of Ul at internal points.
Letting Uo ---+ Ul a new timestep may be considered, this process being repeated until

the total time desired is reached.

3 Application to Solent Problem

The model was applied to l,he study of the dispersion of effluent in the eastern part of
the Solent, between Southa.mpton and Portsmouth, in the south of England, see figure
2.
This problem has been studied using finite element analysis in reference [5]. For the

study in question, velocity data for the Solent over the 13 hour spring tidal cycle was
available from a field study.
As such data was not availa.ble in the present case, simplified velocity data was used,

based on a study of the Tidal Streams Atlas, [8]. Velocities were generated using a
sine function, having maximum values in mid-stream, diminishing to zero on the land
boundaries.
The remaining data was taken from reference [5], i. e.

Dlongitudinal = 5m·2 / sec

Dtransverse = 0.05m2
/ sec

k =0.4 x 1O-5/sec (45)
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Figure 2: The Solent
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Figure 3: Boundary Discretization and Proposed Outfall



Computer Modelling for Seas and Coastal Regions 471

:,Ol-:nl l.de I:ycl,' .' I iOll' 1 ScIent: fide Cycle 2' Hour J

~----------------~

Scient: Tide Cycle 2: Hour S Solent: Tide Cycle 2: Hour 7

- .__._--~---_.-------'

Figure 4: Boundary Element results
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The outfall was considered at the position shown in figure 3. The discharge is given
in [5] as 6000 It/sec with a colliform density of 1.67 x 106 per 100ml, constant over the
tidal cycle.
The eastern arm of the Solent is approximately 20km long and 5km wide. The

boundary element discretization consisted of 47 linear elements and nodes. 52 internal
nodes were also used distributed in a regular grid. At the land boundaries the condition
q = 0 was employed. On the open sea boundaries, the correct boundary condition is
02u / on2 = 0, [9]. This boundary condition was approximated using a finite difference
type expansion

q = U a - Ub (46)
Llxn

for the open sea boundary nodes and those immediately adjacent. In [5] U = 0 was
specified on these boundaries.
Results are shown in figure 4 for the second tidal cycle.
Concentrations are given in units of 1000 per 100mi.
The results were compared with the finite element solutions given in reference [5] and

they tend to agree in a quantitative manner. Direct comparison is not possible however
in view of the difference in velocity data, and, more important, the different treatment
of the open sea boundary condition.

4 Conclusions

In this paper the boundary element method has been applied to model the dispersion con­
vection equation using the Laplace fundamental solution and taking the remaining terms
to the boundary by means of the Dual Reciprocity Method. The procedure is straight­
forward to implement and has the advantage that variable values of the coefficients may
be easily handled.
The model has been applied to the study of effluent concentrations on the eastern

arm of the Solent, for which finite element results are available, [5]. Though the results
obtained should be considered as preliminary, given the simplified velocity data, the
pattern produced by the BEM solution is similar to that obtained using finite elements.
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Use of Parallel Computing in Modelling
Environmental Phenomena
L. Brusa
GISE Tecnologie Innovative SpA, P. O. Box 12081,
20134 Milan, Italy

ABSTRACT

The paper discusses key issues in parallel computing
when applied to numerical sim~lations requiring
different types of computations and handling of large
sets of data with problem dependent structures. These
features are typical of many environmental analyses
based on the solution of partial differential
equations in domains wi~h complex 3-D geometries.
The considered aspects concern hardware choice,
algorithms and software development methodologies.

INTRODUCTION

The success of predicting the behaviour of natural or
incidental phenomena and their impact on the environment
is mainly based both on the use of accurate
mathematical models and on the availability of
software tools able to efficiently perform the
relevant numerical simulations. The introduction of
supercomputers in the market has opened new
possibilities to the scientific community but the
effective use of parallelism is not straightforward,
requiring a careful examination of many aspects
related both to hardware and software. The new
hardware improvements allow present codes to be
pushed only a limited amount beyond their current
capabilities. Additional capabilities, required by
the increased accuracy of mathematical models, can be
obtained only through an application software able of
efficiently exploiting the architectural features of
the new computers.
A first aspect to be considered is therefore the
choice of a proper hardware, capable of matching both
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the inherent parallelism of the considered problem
and the general requirements of the analyses to be
performed.
A second aspect concerns the choice of numerical
algorithms, which must be tailored to the chosen
hardware and able of efficiently solving the
algebraic problems representing the kernel of any
numerical simulation.
However these two basic problems do not cover all the
issues related to parallel computing because the
efficiency and usability of codes also depends on the
application of proper software development
methodologies. These techniques should guarantee the
full exploitation of compiler capabilities and an
acceptable portability of software, nearly leading to
obtaining the same performance ,on machines with similar
architect.ures .
Parallel software technology is relatively young and
in many cases based on heuristic methodologies so
that information in this field is poor. The aim of
the paper is to discuss these problems on the basis
of classical and recent literature (see references
[1]+[3]) and of the experience gained in the solution
of fluid-dynamic problems for environmental
applications, mainly discretized with finite element
methods.
Some numerical results related to the use of a
conjugate gradient method applied to the solution of
the Stokes problem are also presented.

DRIVERS OF COMPUTATION IN ENVIRONMENTAL PROBLEMS

Many environmental phenomena are described by
mathematical models based on complex non linear time
dependent differential equations which must be solved
in large 3-D domains. Typical examples of these
problems are the studies of different types of
pollution in the sea waters which often require the
solution of Navier-Stokes equations coupled with
turbulence models and diffusive-convective equations
describing the behaviour of pollutants.
The solution of these kind of equations is a
traditional driver of computation for which
parallelism is often mandatory. In fact a
satisfactory understanding of the physical problem
requires the use of more and more sophisticated
models which, in turn, require accurate numerical
simul.ations.
The equations are generally discretized in space by
means of finite difference or finite element methods
and the subsequent use of time stepping discrete
algorithms reduces the problem to the solution of
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large and sparse systems of non linear equations.
Therefore the possibility of tackling complex
problems in this field mainly rely on the use of
efficient linear equations solvers and on the ability
to manage large sets of data organized according to
the spatial pattern of a grid. Finite difference
methods produce matrices with regular structure which
favour vectorization and parallelization of the
solution algorithm. However complex geometries are
difficult to be described by this method and local
mesh refinements produce a useless increase of grid
points.
These drawbacks are avoided by using finite element
methods but the relevant matrices have unstructured
sparsity which, because of indirect addressing,
hampers vectorization.
Parallelization can be fully exploited in the
computation of element matrices but this task
requires a small percentage of the global computing
time, which mainly concerns the solution of large
sparse linear systems.
The goal should be therefore the development of
f inite element codes able to reach performances
comparable to those obtained with finite difference
schemes.
In what follows, the remarks mainly refer to the
development of software based on the finite element
approach even though many issues are of general type
and may be valid also for different problems.

HARDWARE CHOICE

Forecasts of the future parallel computing scenario
indicate that highly parallel systems with
distributed memorJ.es will be the predominant
architectures. However it is not clear when these
machines will be able to run industrial applicatiqns.
Massive parallelism is used today for a narrow class
of problems with special features (for example
graphics or image processing) but at present these
machines are not sUfficiently equipped with tools,
general purpose software and libraries necessary to
tackle many industrial problems. The present
situation sees research efforts mainly directed
towards massive parallelism while the major part of
today computations is performed on shared memory
vector machines with a limited number of processors.
Unfortunately this does not imply that these last
machines are easy to use and that all the problems in
the field of "coarse grain" parallelism have been
solved.
The success of vector multiprocessors mainly lies in
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the fact that this approach to parallelism is soft
and based on "evolution" rather than "revolution".
These machines are now considered as "traditional
supercomputers" and allow a formal migration of old
application software with no trouble, that is of most
concern for industry.
Management recognizes that the existing software is
a huge investment and therefore it must be preserved
as much as possible. Moreover old software may
partially benefit from automatic optimizations
provided by the supercomputer compilers.
For these reasons shared memory multiprocessors seem to­
daytobe the most appropriate choice for those numerical
simulations requiring different types of computations
and handling large set of data with problem dependent
structures. This happens, for example, when solving
partial differential equations in domains with
complex geometries. Thus in the following the
attention will be focused only to this class of
machines.
A fundamental question is to decide whether old
software must be restructured to benefit from
supercomputer architectures and at what extent.
Many restructured codes can take great advantages of
vectorization reaching speedups of 20-30 against
values of 2-3 given by automatic optimization.
As far as parallelism is concerned, one might object
to the fact that a small number of CPUs, say 2, can
at most double the performance and this speedup
might not be enough to counterbalance the effort made
in changing the code.
If the CPUs are properly managed by the operating
system, the job stream throughput can be nearly
doubled without any change in the computer programs
and single users benefit from a reduction of the
elapsed time. This is true, but we must be careful in
interpreting the issues of evolution to avoid the
risk to miss the train of technological development.
Evolution is going towards machines with high degree
of parallelism ,and also traditional supercomputers
begin to have an increasing number of CPUs. When the
number of CPUs becomes greater than 4 the operating
system may fail in optimizing the management of
resources and jobs begin to hamper themselves in the
attempt to access memory or I/O ports, with
consequent loss of performance.
In this case a well organized use of resources
working in parallel to increase the performance of a
single job seems to· be a more efficient way to
exploit the potentiality of the machines.
This means that the codes must be redesigned and
managers must be prepared to provide long term plans
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on the basis at realistic evaluation of the main
problems to be faced and of the cost of software
restructuring.

KEY ISSUES IN PARALLEL COMPUTING: ALGORITHMS AND
SOFTWARE DEVELOPMENT METHODOLOGIES.

Algorithm restructuring is in general the first step
in software optimization and often copes with two
opposite requirements: the need to obtain high
performances through the development of machine
oriented software and the necessity of preserving as
much as possible existing codes, because of the huge
investments required for their production. Many
computer programs, including finite element codes,
verify the so called "80-20 rule", that is a large
part of computations (may be 80%j is performed in a
small part of the code (may be 20% of the global
statements) which is the one concerning the numerical
solution of algebraic problems.
Therefore, by replacing the modules based on
sequential algorithm with new ones optimized to
exploit the architectural features of the machine the
existing application software is only partially
changed. But, because the algorithm kernel of the
codes requires the major part of the global computing
time , the performance can be substantially
increased. This restructuring methodology is
particularly efficient for vector computers but may
present difficulties for parallel machines because in
some cases local parallelization requires the change
of data structure which are created in other sections
of the code. Thus software revision must be enlarged.
It must be noticed that a poor design of data
organization may destroy the efficiency of a well
optimized algorithm with unnecessary overheads due to
data transfer, waiting times or I/O operations.
One of the main problems in designing parallel
algorithms is the lack of realistic models to a
priori evaluate the performance.
For scalar computers the number of arithmetic
operations is a meaningful parameter which can help
the numerical analyst in comparing the computational
work relevant to different methods. This parameter,
together with considerations concerning stability and
accuracy, was successfully usen in the past to choose
the most appropriate numerical method for the
solution of a given problem. Of course the machine
architecture was not important for these evaluations.
When parallelism comes into play other aspects must
be considered: algorithm granularity, load balancing,
communication and synchronization overheads, optimal
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use of hyerachical memories, etc.
All these items are difficult to be taken into
account in a theoretical model because they have
different weights for different machines, even if
machines belong to the same class of computers.
Consequently numerical analysts choose algorithms on
the basis of generic parallel features but only at
implementation level realistic information on
computational efficiency can be obtained.
It is difficult to define general methodologies for
the efficient development of parallel algorithms.
However two requirements seem to be important: the
use of libraries and the handling of data in blocks.
In the phase of architecture-dependent implementation
of algorithms the risk is to push optimizations too
far with the consequence that portability might be
destroyed. To reduce this drawback standard libraries
such BLAS should be used as much as possible.
By using basic functions of libraries as bricks to
construct algorithms, portability and performance can
be enhanced. In fact BLAS is installed in every
shared memory parallel computer and is optimized to
exploit the architectural features of each particular
machine.
At present there are not many libraries that can be
really considered as standard optimized products but
work is in progress in this field. In any case this
work only concerns low level or middle level libraries
dealing with basic operations on vectors and matrices
or with the solution of algebraic problems for dense
matrices. optimized high level libraries for the
solution of algebraic problems with large sparse
matrices at present do not exist. If such libraries
did exist, they could be used by application software
programmers for the computational kernels of codes
and this could help the development of a new
generation of programs for parallel computers.
standard libraries optimized for different computers
could guarantee portability and efficiency, at least
within certain limits.
The use of algorithms structured to handle data in
blocks is one of the basic issue for implementation
of coarse grain parallelism. The dimension of blocks
should be defined so as to optimize
granularity/synchronization overheads ratios, the
distribution of the computational loads among the
processor and the use of local or hierarchical
memories. The balancing of all this factors is not
easy and is based on experience and heuristic
methodologies.
A theoretical aspect should also be considered.
Accuracy and stability of block algorithms is not
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always well studied and few results are available
even for traditional numerical methods.
Some remarks can be done about the solution of linear
systems, which are the computational core of many
numerical simulations.
Direct methods are generally more efficient than
iterative schemes for small-size problems, but they
cannot be used for large sparse systems especially
for the great amount of storage required by the
factorized matrix. In these cases the use of
iterative methods is mandatory. For symmetric
positive definite matrices the conjugate gradient
method is one of the most popular schemes. Its
application for finite element problems is straight
forward. The matrix-vector product step simply
requires the products of element matrices by
subvectors (which can be concurrently performed ) and
the assembly of the result in a global vector. The
use of linear tetrahedra might be the key to increase
the performances of the finite element codes so to
reach levels comparable to those obtained with finite
difference programs [4J. In fact the computational
rules for element matrices are very simple so that
matrices can be recomputed when necessary without
the necessity of being stored, as in the finite
difference method. The assembly of 8 tetrahedra to
form a tetrahedra with 10 nodes, as for the relevant
parabolic element, can increase the granularity of
the element matrix-subvector products, with a
consequent reduction of the synchronization overhead.
Moreover BLAS routines can be used to efficiently
perform the matrix-vector products.

PERFORMANCES OF CONJUGATE GRADIENT METHOD APPLIED IN
THE SOLUTION OF STOKES PROBLEM: EXPERIMENTAL RESULTS.

As an example of the gain in performance that can be
obtained by restructuring algorithms for parallel
computers, this section reports some results relevant
to the solution of 3D Navier Stokes equations
performed by the finite element MADIAN code [5J. The
numerical scheme is based on a splitting technique so
that at each time step pure convective equations and
Stokes equations are separately solved. At present
Po/Qo-PdQ1 elements for pressure and velocity
respectively are available. The development of a new
version of the program based on PI-iso Pz elements is
now in progress. The discretized Stokes problem has
the form:
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A B v

P
(1 )

where V and P are the vectors of nodal velocities and
pressures. Matrix A is symmetric positive definite
and has the form

A M+~tK (2 )

where ~t is the time step, M is the mass matrix
and K is obtained by the discretization of the
operator applied to velocity in the momentum
equation.
Problem (1) is reduced to the solution of the linear
system:

(3)

System (3) is solved by means of the conjugate
gradient method which is used also for the solution
of linear systems of the form:

AV = b (4)

required at each iteration.
The results here quoted refer to the solution of
system (4) for a problem discretized with 7160 linear
hexahedra and 22044 unknown velocities. The following
two cases are considered.
For case 1 ~t is equal to 0.1 s and the viscosity
coefficient (varying in space) has a mean value of
10-6 m2s-1 , so that the mass matrix is dominant.
In case 2 the weight of the stiffness matrix K is
now more important because the mean value of the
viscosity coefficient is 10-3 m2 s-1 and ~t is equal to
1000s.
For these cases system (4) has been solved by means
of the conjugate gradient method preconditioned with
two well known schemes: SSOR and incomplete Cholesky
factorization. For this last method the subroutine
MA31A of Harwell Library for sparse matrices was
used. The subroutine has been only partially
optimized by introducing directives to force
vectorization and parallelization in some DO-loops.
The conjugate gradient method based on the SSOR
algorithm has been implemented without the need of
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forming the global matrix by assembling the element
matrices. Moreover the product of element matrices by
subvectors is concurrently performed without the use
of indirect addressing. The computations have been
performed on ALLIANT FX/80 with 3 processors and
Table 1 quotes for each method the number of
iterations (NIT), the total CPU time (tTOT )' the
times required at each iteration to perform the
matrix-vector product (tMULT ) and to solve the
preconditioning linear system (tpREC)' For the
incomplete Cholesky factorization also the time
necessary to obtain the incomplete factors is shown
(tFACT ) •

Table 1. Comparison of SSOR and incomplete Cholesky
factorization preconditioners. CPU times
in seconds on ALLIANT FX/80 with 3
processors. Speedups in brakets.

CASE 1 CASE 2

NIT 8 13

t'l'n'l' 81.88 (2.14) 122.0 (2.21)

SSOR t MTTT .'I' 1. 82 (2.53) 1. 80 (2.60 )

tpRF.r. 7.46 (2.17) 7.0 (2.0)

NIT 4

INC. t'l'n'l' 65.5 (1.32)
Convergence
not reached

CHOL. t MTlT .'I' 4.95 (1. 0) after 300
iterations

FACT. t pRwr 11. 2 (1.46)

t FAr.'I' 1055 (1.92) 1.055 (1.92)

The results show that incomplete Cholesky
factorization is more efficient than SSOR for case 1,
with gains in the CPU time of 20%. However the
efficiency of the method greatly decreases when the
condition number of the matrix increases and for case
2 convergence has not yet been reached after 300
iterations. Moreover subroutine MA31A, originally
designed for scalar computers, scarcely benefits from
parallelism. On the contrary the conjugate gradient
method preconditioned with SSOR scheme is efficient
both for cases 1 and 2 and its implementation takes
advantage from the parallel architecture of the
computer, being the loss of performance with respect
to a theoretical speedup of 3 of about 30%.
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CONCLUSIONS

There is no doubt that supercomputing is the only
means to overcome the barriers established by the huge
amount of computations involved in the solution of
many scientific problems. The technological
developments in this field are impressive and now we
can choose among many different architectures which
cover a wide range of costs and performance
requirements.
In spite of these facilities offered by the market,
the effective introduction of parallelism in real
life is not straightforward. The paper has discussed
difficulties and possible solutions connected with
parallel software development, with special reference
to problems characterized by large sets of
unstructured data and intensive algorithmic
computations, such as those relevant to the analysis
of environmental phenomena. The awareness of these
problems is important for a better understanding of
benefits and drawbacks of parallelism and for a
correct approach to the future way of performing
scientific computing~
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TELEMAC-3D: A Finite Element Code to
Solve 3D Free Surface Flow Problems
J.M. Janin, F. Lepeintre, P. Pechon
Laboratoire National d 'Hydraulique, Electricite de
France, Chatou, France

ABSTRACT: This paper describes the algorithm of TELEMAC-3D, a
code being developed to solve 3D free surface flow problems. Thanks
to the use of element by element techniques, the computation takes full
advantage of vectorization. Some first results are presented.

1 INTRODUCTION

Improvements in computations have made numerical codes more and
more useful in Coastal Engineering. Although it would be illusory to
think that small scale models will be obsolete shortly, being able to use
an efficient numerical code is an asset for many studies.

L.N.H (Laboratoire National d'Hydraulique of EDF) has a code
based on finite difference methods to solve 3D flows with a free
surface (Donnars (1989)). However, that code obviously cannot include
the "user friendly" possibilities allowed by recent developments in
finite element methods, e.g. local refining of the mesh, without
increasing dramatically the computation costs. Therefore, using the
modern numerical techniques, L.N.H. has decided to develop a new
numerical code, called TELEMAC-3D, to solve free surface flow
problems. In particular, that code will be useful for problems involving
pollution, thermal dilution or suspended sediment transport.

The main demands for this code are the use of finite element
techniques and a low computing cost. Those requirements may seem
contradictory, yet, it is now possible to meet both thanks to E.B.E.
(Element By Element) techniques (Hughes (1987)).

The physical problems that we want to solve allow us to assume that
the pressure is hydrostatic. As it will be explained further down, that
hypothesis leads us to compute the free surface by solving shallow
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water like equations by means of a 2D code, TELEMAC-2D, also
developed at L.N.H (Hervouet (1991». The buoyancy effects are taken
into account through the Boussinesq's approximation.

The development of the code is under way at the moment. In this
paper, we intend to present the algorithm of the code by underlining
what we think makes it original along with the first results obtained on
test-cases.

2 AN OUTLINE OF TELEMAC-3D

TELEMAC-3D solves the Navier-Stokes equations with a free surface
boundary condition and the advection-diffusion equations of the
temperature, the salinity and any other needed variables
(Daubert (1989». Physical phenomena which affect the flow are
included. They are for instance the influence of the temperature and the
salinity on the density, the wind stress on the free surface, the heat
exchange with the atmosphere and the Coriolis force. Variations of the
density due to the temperature or the salinity are taken into account in
the momentum equations via the Boussinesq's approximation.

The equations to be solved are:

du 1 dP d dU d dU d dU-= - --+-(vx-) +-(v~)+-(vz-) + f u
dt POdX ax dX dy dy dZ dZ

dv 1 dP a av d dV d dV-= - --+-(vx-) +-(v~)+-(vz-) + f y
dt POdY ax ax ay dy dz dZ

l
s~

p =POg(S-z) + POg -.e. dz
z Po

(1)

(2)

(3)

(4)

(5)
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with

S
T

P
Po
~P

t,x,y,z
U,V,w

time and space coordinates
velocity components
pressure
density of reference
density variation
eddy viscosity tensor
(spherical and anisotropic)
free surface level
temperature (or salinity or
any other wanted variable)

lCxT, lCyT, lCzT diffusity tensor
(spherical and anisotropic)
source terms for u,v and T
gravity

We assume that the pressure is hydrostatic. Such a hypothesis is in fact
valid for most of the problems that we want to solve with
TELEMAC_3D. It allows us to compute the free surface by solving
equations similar to the shallow-water equations. This point is
developed under 3.5. However, what should be underlined here is that
the computation of those equations is done by a shallow-water code,
TELEMAC-2D (Hervouet (1991».
For turbulence, TELEMAC-3D offers a choice between two zero

equation models and one two equation model. The eddy viscosity is
either constant or computed by a mixing length model or a k-e model.

3 THE ALGORITHM

Given the solution at t=t", we compute the solution at t"+I=t" + ~t. The
numerical method solves the equations by means of a decomposition in
fractional steps (i.e. we split the operators). Each numerical operator
can this way be treated by an adequate method. The resolution is
achieved in three steps : an advection step, a diffusion step and a free
surface-continuity-pressure step. The time derivatives are thus written
as follows:

solution at t"+ 1

result of the diffusion step
result of the advection step
solution at t"

df =f"+1 - fdiff + fdiff - fadv + fadv - t"
at ~t ~t ~t

with
fn+l
fdiff
fadv
fn

(6)
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Before detailing those steps, we would like to describe the space
discretization that we use and how we deal with the movement of the
free surface.

3.1 The space discretization

The domain to be studied is limited by a bottom defined by
z=Zf(x,y), a free surface defined by z=S(x,y) and on the sides by a
vertical cylinder.

Bottom
z =Zf(X,y)

Fig 1 : domain of computation

~y
x

The space discretization that we have adopted is a finite element
discretization in prisms. The quadrangular sides of the prisms are
vertical. The interpolation is so that it is linear when restricted to the
triangles or the quadrangles of the prism.

6

4

1

3

2
Fig 2 : Finite element used for the space discretization (local

numbering is mentioned)
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That way, the horizontal 2D projection of the mesh is made of
triangles, one of the types of finite element used by TELEMAC-2D.
Note that since TELEMAC-2D can also use quadrangles, we could have
taken the brick as a finite element for TELEMAC-3D. Nevertheless, it
is easier to mesh complicated domains with triangles than with
quadrangles.
To mesh the 3D domain, we just need to mesh the 2D horizontal

domain and then to duplicate it along the vertical. That is for every
point M(x,y) of the 2D mesh, we define several points N(x,y,z) for
which:
z = Zc(x,y) + e (S(x,y,t) - Zc(x,y) ) with O.~8~1. (7)

3.2 The movement of the free surface

Due to the movement of the free surface, the 3D mesh moves with
time. The coordinate z of any point of the mesh depends on time. Yet,
it is possible to work on a mesh independent of time with a change of
variables. One classical change of variables consists of switching from z
to z* according to the a-transformation :

z* =S z - Zt(x,y)
S(x,y,t) - Zt(x,y)

(8)

where S is a given positive constant. The corresponding mesh will be
called afterwards the a-mesh. It is made of points independent of time
N*(x,y,z*=8 S ).

Solving equations (1) to (5) expressed in that new set of coordinates
(x,y ,z* ,t) is a way to deal with the free surface movement. We have
chosen that option for the advection step. For the diffusion step, some
terms of the equations become complicated and, numerically speaking,
require special attention. Thus, those troublesome diffusion terms are
very often neglected for the sake of computational efficiency. So,
preferring not to drop any terms, we have prefered to make another
approximation, which is to solve the diffusion step in the real mesh at
t=tn. To be treated correctly after the advection step, the diffusion step
should be solved in the real mesh at t=tn+1 or in the a-mesh. As for the
continuity equation, it is solved in the a-mesh. Let us detail what are
the implications of the a-mesh for the advection and the continuity
equations.
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In the new set of coordinates (x,y ,z* ,t), the time derivative

~ a(x,y,z,t) of any function a becomes:
dt

(da) (aa) (da) *( da )- +u - +v - +w - =0
dt x,y,z' ax y,z',1 dy x,z',t dZ* x,y,1
where

* * (az*) (az*) (az*) (az*)w- dz =_ +u- +v- +w-
dt dt x,y,z dX y,Z,1 dy x,z,1 dZ x,y,t

(9)

(10)

* ( *)Therefore, by defining a new advection velocity u u,v,w ,the
advection equation remains the same.

Since we assume that the pressure is hydrostatic, the vertical velocity
w is only needed throughout a time step during the advection step. And
what is in fact required is w*. Therefore, it is advantageous to compute
directly w* by solving the continuity equation in the a-mesh. Expressed
in the set of coordinates (x,y,z* ,t), the continuity equation reads:

(dh) + (qhU)) + (C(hV)) +h(dw*) =0
dt x,y,z' dX y,z',1 dy X,Z',I az* x,y,t (11)

The vertical velocity, w*, is known at the bottom and at the free
surface, where it is either equal to zero in case of a wall boundary
(impermeability condition) or to any set value in case of an inlet or an
outlet of water at the bottom or at the free surface. The latter case is
encountered for instance in the study of the thermal plume of some
nuclear power plants.

Equation (11) integrated along the vertical between 0 and z* and

between z* and Syields:

Z*(dh) +r'[(C(hU)) + (C(hV)) ]dZ*+h[W*(Z*)-w*(O)]=O
dt x,y,z' Jo dX y,z',t dy x,z',t (12)

and

(z*-8) (~~) •+t' [(cx;xu)) • + (cx;v)) .] dz*+ h [w*(z*)-w*{S)] =0
x,y,z Js y,z ,I Y x,z,t (13)
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Recall that w*(O) and w*(S) are known. By combining (12) and (13),
we obtain equation (14) which satisfies both boundary conditions at
* * -z =0 and z =5 :

Note also that no time discretisation is required to solve (14)
contrary to (12) or (13).

Apart from the advantage of dealing correctly with the free surface
movement, the a-mesh allows fast and simple computations due to its
regularity.

3.3 The advection step

The solution is computed by means of a characteristic curve method
in the a-mesh. Characteristic curves are evaluated by a Runge-Kutta
method with an explicit velocity field ( Le. taken at t=tO ). The
interpolation of the advected variable is linear at the foot of the
characteristic.

It is well known that such methods generate a lot of damping.
However, this can be greatly reduced by refining the mesh at the cost
of increasing the computing time. But, because those methods are
unconditionally stable, it is possible to take a large time step which
outbalances the effect of mesh refining. Note also that the cost of
computation is not increased when there are many variables to advect
(the characteristic curve is the same for all the variables).

3.4 The diffusion step

The diffusion is solved in the real mesh at t=tO • Computation is
achieved through a finite element formulation.
The two main points in that step are the computation of the matrices;

here a mass and a diffusion matrix, and the resolution of the matrix
system.
Recall that we take advantage of E.B.E. methods. A matrix is stored

element by element. In fact, in our case, as initiated by the development
of TELEMAC-2D, the diagonal of a matrix is assembled and only the
extra diagonal elements are stored element by element. On vectorial
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computers, such a data structure allows the vectorisation of the matrix
vector product.
Elements of matrices are computed exactly. The value of every

element is explicitly written in the program in the form of a
polynomial, thanks to the use of a symbolic calculus software
REDUCE.
To be precise, the terms of the diffusion matrix are not exactly

computed. They are of the form :

1 a<pia<pj dP
. ax axpnsm

with <Pi and <Pj basis functions at points i and j of the mesh.

In order to simplify the computation, we assume that the prisms have
horizontal triangles. A prism without horizontal triangles is thus
replaced by a prism of the same volume with horizontal triangles. This
is due to the fact that the jacobian of the mapping between the prism
and the reference prism appears at the denominator in the computation
of the integral. That jacobian is constant only if the triangles of the
prism are horizontal. Thus, the exact expression of the integral contains
a logarithm most of the time, which would impede the computing
efficiency. The consequence of that approximation is illustrated in
figure 3. A passive effluent is distributed linearly along the vertical in a
close flume with a steep bump on the bottom. The distribution of the
effuent should remain the same, since diffusion has no effect in such a
case. This is what is found by TELEMAC-3D, except for some wiggles
on the isolines of the effluent above the bump. Since those wiggles are
very small, the approximation is valid.

Eventually, that step leads to the resolution of a matrix system AX=B
where A is a symmetric definite positive matrix. The system may thus
be solved by means of a conjugate gradient algorithm, which is well
suited to our type of matrix storage because it requires only matrix­
vector products. To diminish the number of iterations of the conjugate
gradient algorithm, preconditioning of the matrix A is useful. We
currently use two kinds of preconditioning, scaling preconditioning and
Crout preconditioning as described in Hughes (1987). The latter is in
fact the most efficient one and can be compared to Choleski
preconditioning for assembled matrices. On one of our test cases
described below, the wind test case, Crout preconditioner reduced the
computing cost of the diffusion step by as much as 30% when
compared to diagonal scaling.
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3.5 The free surface-continuity-pressure step

At this point, the advection and diffusion operators have been treated.
So, by integrating along the vertical (between the bottom and the free
surface) the momemtum and continuity equations, we obtain the
classical shallow water equations without the advective and diffusive
terms. Recall that this is possible because we suppose that the pressure
is hydrostatic. These equations read:

ah a(Uh)
-+
at ax

un+! - Udiff +
ilt

+ d(Vh) + G = 0
ay

ah aZf
g ax = - g ax + Fx

(9)

(10)

yn+! - Vdiff ah aZf
ilt + g ay = - g ay + Fy (11)

with
h =S - Zf
G

U0+1
-v 0+1
Udiff

vdiff

water height
source term due to any inlet or oulet of water at the
bottom or at the free surface.
mean velocity along x at to+1

mean velocity along x at to+1
velocity Udiff (diffusion result)
integrated along vertical
velocity Vdiff (diffusion result)
integrated along vertical
buoyancy terms

Mean velocities are computed according to the formula:

U =_1_ (S udz
(S-Zc) }Zf

The source term G reads :

G = ~ [w*(S) - w*(O)]
S

Buoyancy terms are given by :

F =gf,s ~ls~I F =gj,s ~ /,S~dz'
x ax Po ,y dy Po
Zf z Zf Z
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These 2D integrated equations are solved by TELEMAC-2D.
TELEMAC-2D solves the 2D shallow water equations by means of
finite element methods. One of the finite elements available is the
triangle. That code has been written by also taking advantage of E.B.E.
methods (that is non assembly of matrices, vectorizable matrix vector
product...). Its computing cost is between 0.05 and 0.1 s per time step
per thousand points. It is currently used by L.N.H. for real applications
in ocean and river engineering. More information about TELEMAC­
2D can be obtained in Galland. Note that we do not use the full
potientality of TELEMAC-2D, because we do not have diffusive and
advective terms in our integrated equations.
TELEMAC-2D yields the free surface S at tn+1, which allows us to
compute the pressure pn+1 and the horizontal components of the
velocity un+1 and vn+1. wn+1 is then known by solving the continuity
equation.

3.6 Boundary conditions

Boundary conditions are roughly and numerically speaking of three
types : Dirichlet, Neumann and degree of freedom.
Dirichlet boundary conditions are taken into account in the three

steps of the algorithm. The equation to solve at the boundary is
replaced by the required equality. Neumann boundary conditions
appear naturally in the finite element formulation of the diffusion
equation. Hence, they are treated in the diffusion step.The last type is
the easiest to deal with since there is nothing to change in the
corresponding equation. Many classic boundary conditions enter in the
classification listed above. For instance, wind, wall and bottom frictions
are Neumann boundary conditions. Values imposed at the inlet of a
domain may be considered of the Dirichlet type.
However, there are other boundary conditions which are not of any

of the previous types like wall boundary conditions. In the case of
TELEMAC-3D, wall boundary conditions undergo a special treatment
in the last step. First, they appear naturally in the finite element
formulation of TELEMAC-2D, when the mean velocities un+1 and
vn+1 are computed. Then, they are again taken into account when un+1
and vn+1 are computed, by imposing u.n =0 (li velocity vector and n
outward normal vector) on the side walls if any. Note that on the side
walls wn+1 is not affected by a wall boundary condition since the side
walls are vertical. The wall boundary condition at the bottom is
satisfied by solving equation (13).



Computer Modelling for Seas and Coastal Regions 499

4 RESULTS

TELEMAC-3D is run on a CRAY YMP which allows full vectorization
of many E.B.E. subroutines. Its computing cost varies between 0.1 sand
0.15s per time step per thousand points.
It is developed according to a quality procedure, which requires a

complete validation. Planned test cases cover the range of applications
of the code. Here, we present two test cases along with the first results
of an environmental application.

4.1 Ekman test case

It consists of computing in an ocean with a flat bottom, the velocity
vertical profile due to the actions of the wind and the Coriolis force.
The depth of the ocean is finite and there is no slip on bottom. There is
an analytical solution to that problem to which numerical results may
be compared. That test case is particularly useful to test the quality of
the diffusion step and the computation of the horizontal components of
the velocity in the last step of the algorithm. Indeed, the veering of the
velocity vector along the vertical is due to the combined effect of
friction and the Coriolis force, both taken into account in the diffusion
step. The test case is done with a wind velocity of 32m/s, a Coriolis
parameter of 1.1 10-4 s-l, a viscosity of 0.1 m2.s- 1 and four different
depths of water 13m, 33m, 67m and 160m. The computation domain is
a square of side 2km meshed in 2D with 488 points. There are, along
the vertical, either 9 planes (for water depths of 13m and 33m) or 18
planes (for water depths of 67m and 160m). The computed velocities
are in very good agreement with the analytic solution (figures 4, 5 and
6).

4.2 Quarter circle test-case

That test-case has been extensively studied by Lynch (1991). It
consists of the computation of a tide entering a quarter circle. It is
more complicated than the Ekman test-case since it involves a varying
bathymetry and movement of the free surface. Yet, there is still an
analytic solution allowing comparisons with numerical results. With
such a test-case, we can judge of the quality of the diffusion and the
free surface-continuity-pressure steps, except for the computation of w
which remains very low. The advection step is of no importance here.

The tidal wave enters the domain through the outer quarter circle (see
figure 7). The three other boundaries are walls. The friction on the
bottom is supposed infinite (no slip condition). The horizontal viscosity



500 Computer Modelling for Seas and Coastal Regions

coefficients are equal to zero and the vertical viscosity coefficient is
given by : Vz =0.1 roh2

The 2D mesh is made of 322 points. There are 11 planes along the
vertical. The bathymetry is dependent upon the distance from the
origin according to :
Zr = - 3.048 (. r )2

60,960

The computations of TELEMAC-3D are in very good agreement
with the analytic solutions for the free surface (figure 8) as well as for
the velocity vertical profiles (figure 9).

4.3 Dilution ofa fresh water discharge in the salted lagoon ofBerre

The aim is to study dilution of the fresh water of the River Durance in
the salted water of the lake of Berre connected to the Mediterranean sea
through the channel of Caronte.

The currents in the lagoon are induced by 3 phenomena:
- The tide which enters the lagoon through the flume of Caronte.
- The wind which creates significant currents in the lagoon. It

generally blows from north to south.
- The buoyancy effects due to the fresh water discharge of the

Durance river.

The heterogeneity of both the currents and the salinity requires a 3D
code like TELEMAC-3D. Figure 10 shows a first simulation without
wind. Currents and stratification are represented.

5 CONCLUSION

The use of finite elements is no longer synonym of important
computation costs, thanks to E.B.E. techniques. This is good news since
finite element methods provide the user (and the programmer) with a
convenient environment, as we have been able to experience it with the
codes TELEMAC-2D and TELEMAC-3D.
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Dropped Object Risk Assessment
D.W. Begg, D. Fox
Brighton and Portsmouth Polytechnic, U.K.

ABSTRAcr

As a part of any subsea field development proposal there is a need
to consider the potential risk of damage to the production system
arising from equipment accidentally dropped from vessels
overhead. This paper describes an analysis methodology in which
extensive use is made of computer simulation of fully directional
dropped object trajectories due to the major environmental inputs
(Wave, Wind Induced Current and Tidal Current). Potential
dropped objects, their physical characteristics and drop frequencies
are identified. Many drops from each surface drop zone, under
environmental conditions generated to match the directional
distributions are used to develop seabed impact footprints for each
object and eaclT-drop zone. Cumulative impact frequencies over a
subsea grid element give impact scatter diagrams, impact contour
maps and 3-D impact probability density functions. The simulations
are for the first time fully directional allowing a detailed
consideration of overhead hazards in the conceptual stage of a
seabed facility layout.

INTRODUcrION

The evaluation of these risks is established by means of determining
the number of objects which may be dropped during the design life
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of the field and predicting their distribution over the seabed area
adjacent to the proposed satellite well sites. The development of the
field should have regard for the drop zones and associated high risk
areas beneath floating production facility FPF or work-over vessel
port and starboard pedestal cranes as well as the moonpool.

OBJECTIVES

The overhead hazard analysis aims to:

i) Demonstrate the probable magnitude of the risk of
dropped objects over the proposed subsea
facilities.

ii) Assess the results and bring to the operators
attention areas where the envisaged impact
frequencies could give cause for concern
suggesting if possible means of risk reduction.

iii) Provide Probability Contour Plots which will
enable alternative lower risk arrangements to be
investigated.

BASIS OF CALCULATIONS

From information provided by an operator the proposed location of
the seabed facilities at the satellite well location and similarly the
proposed location of the vessel's cranes over the equipment are
known. All contour plots can thus be transposed to a co-ordinate
system with respect to the crane under consideration to allow
superimposing of equipment onto them or, vice-versa, using them
as overlays to amend arrangement drawings.

Environmental Conditions.
Previous analyses have used the probable maximum values for
prevailing environmental forces which will act on an object dropped
during the course of field operation. For the purpose of the
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simulations used by this current technique, fully directional
environmental data have been obtained from the Marex Technology
Limited and the Marine Information Advisory Service 1; enabling a
true probabilistic approach rather than an extreme value approach.

Rig Facilities.
With regard to the overhead hazard appraisal, of prime interest is
the location and sweep area of the rig cranes used for supply boat
cargo transfers. The static drop zone is assumed to extend to the full
outboard crane sweep as equipment drops may occur at any point
between lift-off and landing. From details of the rig the vessel
outline and the extent of this 'drop map' can be defined in terms of
a 2m grid of points in the form of an array.

When moored on location the rig will be subject to
environmental forces which will possibly result in a horizontal
offset as well as other surge and or sway motions. Prediction of the
magnitude of this effect would add a second order effect to the
displacements currently estimated. However the way in which the
results are presented allows the effects of this offset to be evaluated.
Future rig monitoring programmes could be utilised to gain more
comprehensive information on vessel motion under a range of
environmental inputs for direct evaluation during the computer
simulations. In the absence of any other data a vessel offset of up to
6% of the sea depth should be allowed for, which in this case could
be as great as 9.0 m.

Intervention Tasks.
The cranes are assumed to contribute to the hazard of dropped
objects primarily by supply boat operations, the transfer of
equipment and supplies being carried out during work-over periods;
Wireline equipment handling, Coil tubing equipment handling and
Wireline Coil tubing operations should also be considered based on
previous experience.
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Drop Frequencies.
The failure rates noted as design values are arrived at from a
collation of experience and both published and confidential
information.

Handling operations are assigned a 0.002 (for all Crane
operations) or 0.005 (Moonpool) failure rate, dependent on their
means of rigging or connection. Improvements to standard lifting
techniques with the provision of lifting eyes where possible can
bring about reductions in these risks to 0.001 and 0.003 respectively

Dropped Object Information.
The final basic information input for the study comprises
information relating to the specific objects which may be dropped
during the course of normal field operations and including workover
and future drilling operations.

A listing of some of the objects included in an appraisal is
shown in Table 1. below. Parameters for each object, including
weight, dimensions, projected areas and terminal velocity constant
T vk', were compiled to provide input for the analysis. Drag

coefficients associated with these objects have generally been
assumed to fall within the range 1.0 to 1.5 for all irregular objects 2;
with cylindrical casing the actual value being determined at the time
of simulation.

Study Methodology.

The objective of the methodology is to estimate the total numbers of
dropped object impacts per square metre of seabed area over the
analysis period. The results being presented as scatter diagrams or
contour maps able to be superimposed on layout plans of the seabed
facilities.

The methodology was applied to surface activities relating to
rig operation and comprised the following procedural steps:
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i) Identify potential dropped objects, their physical
characteristics and drop frequencies.

ii) Examine environmental conditions and develop
magnitude probability distributions by direction for
waves, wind and current, where previously only
extreme omni-directional conditions have been
assumed to prevail.

iii) For each object, simulate a large number of drops
from each surface drop footprint, under environmental
conditions generated to match the directional
distributions calculated in ii).

iv) From iii) develop seabed impact footprints for each
object and each drop zone.

v) Cumulate the impact frequencies in each impact grid
element to give impact contour maps, 3-D surface
impact graphs and impact scatter diagrams.

Generation of Impact Probability Distributions

An object will fall, if dropped, into a seabed impact footprint for the
appropriate surface drop zone. The surface drop zones considered
under this study are those associated with crane operations and
Moonpool intervention tasks. The seabed impact footprint for any
particular object has been broken down into a rectangular grid of
constant element width and constant element breadth (2m). The
trajectory of an object as it descends throughout the sea depth can
be estimated from analysis of the forces acting on it during the time
it takes to fall at its terminal velocity. It should be noted that during
this study incremental depth calculations as small as 0.001m have
been investigated to ascertain the most appropriate calculation step
size. The three main forces considered to affect the motion of the
object are:
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1. Current

2. Wave

3. Wind Drift Current

The location of the points of impact thus detennined give rise
to Seabed impact footprints for each object under each
environmental input. It has been assumed that no correlation exists
between the direction of Tide and Wave/Wind under nonnal
operating conditions.

Using this approach for each object dropped from within an
appropriate surface drop zone a seafloor "CUMULATIVE IMPACT
CONTOUR MAP" indicating the number of impacts for a given
total can be generated. These matrices can then be summed for all
the objects in a particular damage group related by their lift
frequency and if necessary differing failure rates to give the
probabilities for each of the three areas already discussed. Sub-sea
equipment can then be superimposed upon these probability
distributions to allow assessment of total mean expected
probabilities. This is obtained by summing the probabilities over the
number of 2m squares covered by the equipment allowing for the
mean object size as a buffer zone.

DESCRIPTION OF MODEL

The simulation routines for object trajectory and thus seabed impact
location assume that we need only consider Drag and Inertia forces
2 and that the object enters the water at a position vertically beneath
the point from which it was dropped at its tenninal velocity. The
object proceeds to fall through the depth of the sea to the seabed at
this tenninaI velocity, which may vary from drop to drop,
dependant upon the value of the drag coefficient which is allowed
to take values randomly between 1.0 and 1.5. During this free fall it
acted upon by three environmental inputs; Wave, Tidal Current and
Wind induced Current: which may be directionally related. These
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three individual displacement vectors are then combined to give an
impact distribution for a particular object. For the purpose of
simulation the most complex effect is that due of wave force
variation with depth. Both Airy wave theory and Stokes Non-Linear
wave theory have been investigated.

Wave Theory

Solutions developed for standing and progressive small
amplitude water waves 3 provide the basis for applications to
numerous problems of engineering interest. The water particle
kinematics and the pressure field within the waves are directly
related to the calculation of forces on bodies.

Linear Waves

The horizontal velocity under the wave is given by Airey theory.

Nonlinear Waves
The water waves that have been discussed above are assumed to be
small amplitude waves, which satisfy linearised forms of the
kinematic and dynamic free surface boundary conditions. We have
seen during simulation with both linear and non linear wave theory
that the linear wave theory has given results almost exactly the
same as non linear wave theory for all objects tested. Extension of
the linear theory to a second-order Stokes theory is presented for
completeness. The desire being to use a water wave theory to best
satisfy the demands of the simulation where the requirement is to
estimate probable impact locations rather than provide an exact
solution. The simulation calculations proved both wave theories to
be sufficiently accurate with the finite incremental depth change
during object trajectory calculation being of far greater importance
to seabed impact location. In the ensuing calculations a depth
increment of O.lm was chosen for iterative calculation.

Higher order terms have been shown to be of negligible
importance to seabed impact location determination also according
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to the MAREX environmental report these tenns have zero
coefficients for the waves of this measured waves in the location of
current Northern North Sea developments.

Wave Direction and Height Probabilities
Rather than use omni-directional wave data; the directional
frequency tables provided in the environmental report, have been
used to provide a look-up table for use during simulation
computation.

Tidal Current Speed and Direction Probabilities
Tidal current simulation lead to by far the greatest magnitudes of
object displacement, as the force is applied in the same direction
over the full depth of the sea(3). The data supplied by the company
related to extreme currents which is not applicable for simulation
purposes. It was therefore necessary to obtain data from adjacent
sites of current meter deployment available through the Marine
Infonnation Advisory Service (MIAS). The data from the three
scatter diagrams for these locations have been summed to give a
look-up table of 'Current Direction and Speed Probabilities'.

The current profile over the lower 25% of the depth has been
approximated by a power law.

Wind Drift Current Speed and Direction Probabilities
The simulation of this current is very similar to tidal current except
that with the tidal current the object is accelerating whereas with
wind drift the object is decelerating with depth (4). Again it was
necessary to obtain the cumulative probability distribution of winds
by direction to allow realistic simulation.

The local wind induced current speed at the surface is assumed to
be 3% of these hourly mean values. The associated current profile
due to local wind being approximated by a logarithmic relationship.

RESULTS OF SIMULATIONS
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Computer simulation of the above effects is carried out for each of
the types of object for a sufficiently large number of drops to give a
smooth representation of the number of impacts per square metre
even at the extremes of displacement.

Wave Force Trajectory Component
The wave characteristics vary in accordance with the look-up

table already discussed whilst the object may enter the sea surface
at a random phase of this wave. It is of interest to note that there
appears to be no relationship between wave height and object
displacement from the drop centre. The highest waves did not
always produce the largest displacement. Also that the effect of
wave forces is relatively omni-directional possibly due to the
derived nature of the supplied data. An improvement in the
simulation would be the use of measured data relating to wave
height and direction.

Tidal Current Force Trajectory Component
The current characteristics varying in accordance with the look-up
table already discussed. This force is predominant in determining
the object displacement. The effect of tidal current forces is not
omni-directional with the impact distributions showing a distinct
skew. The shape of the frequency distribution function is definitely
object dependent again illustrating the benefits to be gained from
this type of simulation.

Wind Drift Force Trajectory

The wind characteristics varying in accordance with the look-up
table already discussed. This effect is of least importance in the
determination of object displacement but due to the probability of
its coincidence with wave direction it can not be neglected. The
effect of wind drift current forces is almost omni-directional with
the impact distributions showing a possible discontinuity in the
measured data. This would be improved by finer resolution of wind
direction measurements. The impact frequency distribution for wind
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drift current alone would give rise to displacements less than 1.0m
for relatively high wind speeds.

Combined Object Impact Distributions
The results of the individual simulations of the effects of Wave,
Tidal Current and Wind are combined at run time, fig. 1., for each
of the objects to give an estimate of the impact distribution for a
specific object dropped under normally occurring environmental
conditions. The 8 directions for wind and wave and the 18
directions for current are distributed again at run time to give a
quasi full field effect in the form of scatter diagrams, fig.2.
Routines then sum the impact frequencies for a 2m grid size over a
60m x 60m square centred on the drop origin. This can be displayed
in one of two ways.

1. As a 2-D plot for a particular object showing the object number
the maximum number of impacts in anyone 2m x2m square and
the total number of combined simulated drops. With grid
squares coloured to represent the relative frequency of impact
occurrence. Up to 15 different levels being distinguishable on
the screen.

2. As a 3-D surface is found by regression analysis of x,y,z Le.
Eastings, Northings, Frequency of Occurrence data output from
the previous routines. This can also allow smoothing of the data
if required as well as contour plotting and output of impact
frequencies over the 5184 grid squares.

PROBABILITY PLOTS

Superimposition of the main items of subsea equipment onto the 10
year impact probability maps allows direct reduction of the mean
impact risk over this period for all objects. Additional probabilities
may be calculated from the contour plots provided by counting the
number of 2m squares covered by the equipment under
consideration allowing for a suitable buffer zone of say 2-4m



Computer Modelling for Seas and Coastal Regions 517

CONCLUSIONS

By far the greatest risk to subsea equipment is that associated with
cargo handling by FPF or work-over vessel cranes as well as
moonpool activities whist directly over the well heads. Risk
reduction can only be achieved by running all pipelines and
umbilicals outwith the crane drop zone or using a combination of
beneficial vessel offset and single crane operation.

It is noted that whilst prevailing environmental forces may appear
essentially omnidirectional in nature the ability of the simulation to
model the measured environmental data provides the opportunity
for risk reduction by re-arranging the proposed facilities.

It is also noted that the analysis methodology used being fully
directional with respect to environmental inputs allows a detailed
consideration of overhead hazards in the conceptual stage of seabed
facility layouts, which may be relevant for possible future field
developments. The requirement for true 'Time at Level' type data
has been apparent throughout this study. To improve this simulation
technique a review of system specification of surface and subsea
monitoring should be undertaken to provide details of fully
directional environmental data together with the associated vessel
response as well as time series monitoring of all lifting operations.
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Object Description Length Width Height Mass

Number (m) (m) (m) (kg)

1 lOFull Height Cont. 3.048 3.048 1.8288 2000
2 10HalfHeight Cont. 3.048 3.048 0.9144 1420
3 20FH 6.096 6.096 1.8288 3000
4 20HH 6.096 6.096 0.9144 2640
6 lOFH 3.048 3.048 1.8288 4000
7 lOFH 3.048 3.048 1.8288 5000
8 lOFH 3.048 3.048 1.8288 6000
9 lOFH 3.048 3.048 1.8288 7000
10 10FH 3.048 3.048 1.8288 8000
12 lOFH 3.048 3.048 1.8288 10000
13 lOFH 3.048 3.048 1.8288 12000
14 lOHH 3.048 3.048 0.9144 2420
15 lOHH 3.048 3.048 0.9144 3420
16 lOHH 3.048 3.048 0.9144 4420
18 lOHH 3.048 3.048 0.9144 6420
19 lOHH 3.048 3.048 0.9144 7420
21 lOHH 3.048 3.048 0.9144 9420
22 lOHH 3.048 3.048 0.9144 10420
23 lOHH 3.048 3.048 0.9144 11420
24 20FH 6.096 6.096 1.8288 8000
26 20FH 6.096 6.096 1.8288 10000
27 20FH 6.096 6.096 1.8288 11000
28 20FH 6.096 6.096 1.8288 13000
29 20HH 6.096 6.096 0.9144 3640
30 20HH 6.096 6.096 0.9144 6640
31 Riser Joint 15.24 15.24 0.168 2000
32 LMRP 3.05 3.05 2.59 7824
33 lRT 3.658 3.658 2.59 12193
34 Stress Joint 6.096 6.096 0.61 4064
35 SLF 10.06 10.06 2.13 7824
36 LUBE 9.754 9.754 0.61 1524
37 Blow Out Preven.er 7.036 7.036 2.35 181488
38 CASING 18 18 0.762 9000
39 CASING 12 12 0.473 1560
40 CASING 12 12 0.346 1200
41 CASING 12 12 0.273 1056
43 CASING 12 12 0.178 564
44 CASING 12 12 0.127 420
45 CASING 9 9 0.241 2970
46 CASING 9 9 0.203 1980
48 STABIL 3 3 0.45 667
49 STABIL 2.4 2.4 0.343 625
51 STABIL 2 2 0.215 700
52 DRILST 9 9 0.127 288

TABLE 1. Dropped Object Data
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Figure 1. Typical Simulation showing Dropped Object Trajectories
in both plan and elevations.
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Figure 2. Seabed Scatter Diagram for Typical Object
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